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Abstract. The original NTRU cryptosystem from 1998 can be consid-
ered the starting point of the great success story of lattice-based cryp-
tography. Modern NTRU versions like NTRU-HPS and NTRU-HRSS are
round-3 finalists in NIST’s selection process, and also Crystals-Kyber
and especially Falcon are heavily influenced by NTRU.
Coppersmith and Shamir proposed to attack NTRU via lattice basis
reduction, and variations of the Coppersmith-Shamir lattice have been
successfully applied to solve official NTRU challenges by Security Inno-
vations, Inc. up to dimension n = 173.
In our work, we provide the tools to attack modern NTRU versions, both
by the design of a proper lattice basis, as well as by tuning the modern
BKZ with lattice sieving algorithm from the G6K library to NTRU needs.
Let n be prime, Φn := (Xn − 1)/(X − 1), and let Zq[X]/(Φn) be the cy-
clotomic ring. As opposed to the common belief, we show that switching
from the Coppersmith-Shamir lattice to a basis for the cyclotomic ring
provides benefits. To this end, we slightly enhance the LWE with Hints
framework by Dachman-Soled, Ducas, Gong, Rossi with the concept of
projections against almost-parallel hints.
Using our new lattice bases, we set the first cryptanalysis landmarks for
NTRU-HPS with n ∈ [101, 171] and for NTRU-HRSS with n ∈ [101, 211].
As a numerical example, we break our largest HPS-171 instance using
the cyclotomic ring basis within 83 core days, whereas the Coppersmith-
Shamir basis requires 172 core days.
We also break one more official NTRU challenges by Security Innovation,
Inc., originally worth 1000$, in dimension n = 181 in 20 core years.
Our experiments run up to BKZ blocksizes beyond 100, a regime that
has not been reached in analyzing cryptosystems so far.
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1 Introduction

Lattice-based cryptography has evolved as the most favourable candidate for
building efficient post-quantum cryptosystems, because lattices seem to pro-
vide sufficiently hard problems in reasonable dimensions. This is in contrast to
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coding-based cryptography [ABB+20,MAB+21,ABC+20] that usually requires
significantly larger dimensions. However, when compared to code-based schemes,
precisely estimating the security of lattice-based schemes is much more difficult,
since the behavior of lattice reduction algorithms is not yet fully understood.
Their analysis remains a tricky business that heavily relies on experimental data
that sharpens the accuracy of lattice estimators.

The NTRU cryptosystem [HPS98] from 1998 can be considered a blueprint
for most efficient lattice-based constructions [BDK+18,FHK+18]. Therefore, it
may not come as a surprise that NTRU received a significant amount of crypt-
analytic attention, both from the theoretical side as well as from experimental
evaluations.

Lattice Attacks in Theory. NTRU is defined over the convolution polynomial
ring Zq[X]/(Xn−1). An NTRU secret key consists of two small norm polynomi-
als f, g ∈ Zq[X]/(Xn − 1), f being invertible, with corresponding NTRU public
key h = f−1g. In 1997, Coppersmith and Shamir [CS97] already showed how to
use h for defining a basis for a 2n-dimensional lattice LCS. Let f ,g denote the
coefficient vectors of f, g. Then (f ,g) ∈ LCS, and (f ,g) is presumably a shortest
vector in LCS.

The lattice LCS does not only contain (f ,g), but also n rotations of (f ,g).
Observe that Xif · h = Xig for all 0 ≤ i < n. By construction, the coefficient
vectors of Xif,Xig are also contained in LCS. Since we work modulo Xn − 1,
a multiplication by Xi simply defines a cyclic rotation of the coefficient vector
by i positions, and therefore all coefficient vectors have identical norm. These
rotations were first used in May, Silverman [MS01] to speed up lattice basis
reduction by dimension reduction. However, recently [DDGR20] showed that
lattice reduction already benefits internally from the presence of many short
rotations (i.e., it benefits even without dimension reduction).

Moreover, the n rotations of (f ,g) define an n-dimensional sublattice Lf,g ⊂
LCS. Kirchner and Fouque [KF17] observed that for sufficiently large q, called
the overstretched NTRU regime, lattice basis reduction finds a basis for Lf,g
significantly earlier than predicted by the analysis for secret key recovery (SKR)
of (f ,g) in LCS. Since Lf,g contains n exceptionally small vectors, we call Lf,g a
dense sublattice of LCS, and the detection of a basis of Lf,g when reducing LCS a
dense sublattice discovery (DSD). Ducas and van Woerden [DvW21] showed that
the overstretched regime, for which DSD happens early, requires q = Ω(n2.484).

NTRU with Hints. By design, NTRU parameters may fulfill further rela-
tions. E.g., for correctness of decryption most NTRU variants require g(1) = 0,
or equivalently 〈g,1n〉 = 0. In the framework of [DDGR20] such a secret key
relation is called a perfect hint. [DDGR20] provide a method for reducing the
lattice dimension by 1 for every perfect hint.

For some parameter settings, we have h(1) = 0 implying the relation 〈h,1n〉 =
0. This implies that the short vector v = (1n,0n) is contained in the Coppersmith-
Shamir lattice LCS. Although v is very short, it is useless for a cryptanalyst.
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[DDGR20] provide a method to project a lattice basis against such useless vec-
tors, thereby removing them from the lattice. [DDGR20] call this a short vector
hint.

This projection also reduces the lattice dimension by 1, but may come at the
cost of decreasing the lattice determinant, since a projection usually decreases
vector lengths. Thus, it is not clear whether a projection against a useless lattice
vector decreases the run time for finding a secret key in a lattice.

Lattice Attacks in Practice. There has been reasonable cryptanalytic ef-
fort for breaking instantiations of the original NTRU cryptosystem. This was
further encouraged by Security Innovation, Inc. by publishing 11 challenges in
dimensions 107 ≤ n ≤ 211 with a prize money of 1000$ each [Incb]. These chal-
lenges stimulated the development of new attack techniques and their efficient
implementations, such as Howgrave-Graham’s lattice-hybrid technique [How07]
that lead to the break of two challenges in dimension n ∈ {107, 113}. With
Bounded Distance Decoding of Liu, Nguyen [LN13] five more challenges with
n ∈ {131, 139, 149, 163, 173} were solved by Ducas, Nguyen [Inca].

In their experiments, Ducas and Nguyen used BKZ 2.0 lattice reduction with
extreme pruning [GNR10,CN11]. In the meantime, there has been significant
progress in computing shortest vectors in theory via sieving [NV08,MV10,Duc18]
and also in its practical G6K implementation [ADH+19,DSvW21] as a subrou-
tine in BKZ reduction. This algorithmic improvement has however not led to
improved NTRU cryptanalysis, though.

Moreover, modern NTRU versions such as the NIST round-3 finalists NTRU-
HRS and NTRU-HPSS [HRSS17,CDH+19] have not yet experienced decent prac-
tical cryptanalysis.

1.1 Our results

Cyclotomic Ring. The polynomial Xn − 1 factors into Xn − 1 =
∏
d|n Φd,

where Φd denotes the d-th cyclotomic polynomial. Gentry [Gen01] showed that
in the case of composite n, where Xn−1 has many divisors, attacks on NTRU can
improve significantly, when switching from the Coppersmith-Shamir lattice to a
lattice defined over some ring Zq[X]/(p), where p | (Xn−1) and 1� deg p� n.

As a countermeasure against Gentry’s attack, modern NTRU variants use
prime n. In that case Xn − 1 has only the two divisors Φ1 = X − 1 and

Φn =
Xn − 1

X − 1
= Xn−1 +Xn−2 + . . .+X + 1.

Both Φ1 and Φn have either too small or too large degree to successfully mount
Gentry’s attack.

Nevertheless, as an attacker, one still might be temped to work over the
so-called cyclotomic ring Zq[X]/(Φn). Since Φn has degree n − 1, a canonical
lattice for the cyclotomic ring analogous to the Coppersmith-Shamir lattice LCS

has dimension only 2(n− 1), thereby saving two dimensions over LCS. However,
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the rotations of (f ,g) modulo Φn have in general norm larger than (f ,g) itself.
Therefore, [DDGR20] conclude that the effect of saving two dimensions is likely
outweighed by the increase in norm.

To avoid this issue, we define a new 2(n− 2)-dimensional lattice that retains
the norm of all cyclic rotations. To this end, we take a closer look at the arith-
metic of the cyclotomic ring Zq[X]/(Φn) and additionally introduce the following
new concept of lattice hints, enriching the hint methodology of [DDGR20].

Almost-parallel Hint. Assume that we are looking for a short secret lattice
vector (f ,g) in a lattice L, and we know another vector v (not necessarily in
L) almost parallel to (f ,g). Then we may project (f ,g) against v, thereby elim-
inating the (long) component of (f ,g) parallel to v, and leaving the (short)
component of (f ,g) orthogonal to v. As a result, our short lattice vector (f ,g) is
projected into an even shorter lattice vector, making the projection potentially
easier to find by lattice reduction algorithms.

HPS, HRSS Results. Using our techniques, we define different lattice bases
for NTRU-HPS and NTRU-HRSS, for Zq[X]/(Xn − 1) and the cyclotomic ring
Zq[X]/(Φn). Additionally, we include lattice hints by the design criteria of HPS
and HRSS. We experimentally show that our lattice basis for the cyclotomic
ring that retains rotation norms via an almost-parallel hint performs signifi-
cantly better than the standard basis for LCS. That is, we require smaller BKZ
blocksizes to achieve secret key recovery (SKR), or if we are in the overstretched
regime, for dense sublattice discovery (DSD).

Our smaller blocksizes result in a significant runtime decrease, e.g., we break
HPS-161 with our cyclotomic lattice in 15 core days instead of 39 core days
for LCS, and HPS-171 in 83 core days instead of 172 core days. For HRSS the
savings over LCS are even larger. As an example, we solved HRSS-161 with our
cyclotomic lattice in 4 core hours versus 20 core hours for LCS.

181-Challenge. Using our techniques, we are also able to solve an unbroken
NTRU Challenge proposed by Security Innovation, Inc [Incb] with n = 181,
thereby improving upon the previous n = 173 record of Ducas, Nguyen.

G6K Implementation. For the first time we apply the BKZ with sieving
implementation G6K for NTRU cryptanalysis. We measure complexity by the
minimal BKZ blocksize β that is required to achieve SKR or DSD. The current
turnover point, where BKZ with sieving is superior to enumeration lies around
β = 65 – for our implementations and our parallel hardware. In our experiments,
we go beyond β = 100, a regime where sieving is clearly favourable, and that has
not been reached so far for attacks on real-world lattice schemes. For NTRU-
HPS we provide the first cryptanalysis landmarks in the range 101 ≤ n ≤ 171
using ring modulus q = 512. For NTRU-HRSS we use the recommended larger
moduli q = 2048 and q = 4096, which in turn allow us to break instances even
in the range 101 ≤ n ≤ 211.

https://orcid.org/0000-0001-8924-7605
https://orcid.org/0000-0001-5965-5675
https://orcid.org/0000-0003-3066-0133


New NTRU Records with Improved Lattice Bases 5

1.2 Future Work

Existent estimators for NTRU [DDGR20,DvW21] consider the Coppersmith-
Shamir lattice LCS. It appears to be difficult to translate these estimators to our
new lattices. In particular, the Fatigue estimator from [DvW21] crucially relies
on the circulant structure of Lf,g, which is not preserved in our new lattices. We
leave the estimates for our lattices and comparison with the existent ones for
future work.

1.3 Organization of Our Paper

In Section 2 we provide some basic lattice facts and recall lattice estimates. Sec-
tion 3 defines NTRU-HPS and NTRU-HRSS, as submitted to the NIST PQC
competition [CDH+19]. In Section 4, we generalize the LWE with a hint frame-
work of [DDGR20] and introduce our new concept of almost-parallel hints. Using
the results of Section 4, we describe in Section 5 how to properly design a lattice
basis over the cyclotomic ring for attacking NTRU-HPS and NTRU-HRSS, and
we discuss its benefits over the Coppersmith-Shamir lattice in detail. Finally,
in Section 6 we provide an extensive overview of our experimental results and
discuss potential implications for the security of NTRU-HPS and NTRU-HRSS.
We end in Section 7 with the details of our new record computation for n = 181.

The implementation accompanying our work, including a detailed documen-
tation, can be found at https://github.com/ElenaKirshanova/ntru_with_

sieving.

2 Preliminaries

2.1 Notations

We denote by Zn the ring of integers modulo n and by Z∗n its group of units.
Lower case bold letters represent (row-)vectors. Upper case bold letters repre-
sent matrices. We denote by In the n × n identity matrix. The n-dimensional
all-zero and all-one vectors are denoted by 0n and 1n, respectively. For a poly-
nomial p ∈ Z[X], we denote by p its coefficients vector. Conversely, for a vec-
tor v = (v0, v1, . . . , vn) ∈ Zn+1, we denote by v the corresponding polynomial
v =

∑n
i=0 viX

i. If a polynomial has coefficients in {0, 1,−1}, we call the poly-
nomial and its coefficient vector ternary.

The Euclidean norm and the Euclidean inner product are denoted by ‖·‖ and
〈·, ·〉, respectively. For a vector w ∈ Rn, we denote by w⊥ ⊆ Rn the subspace
orthogonal to w. We call w⊥ the orthogonal complement of w.

For v ∈ Rn we denote by πw(v) ∈ w⊥ the orthogonal projection of v onto
w⊥,

πw(v) := v − 〈v, w〉
‖w‖2

w. (1)

We call the projection πw onto w⊥ a projection against w.

https://github.com/ElenaKirshanova/ntru_with_sieving
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2.2 Lattices

For B ∈ Qn×m, we define L(B) as the lattice generated by the rows of B:

L(B) := {xB | x ∈ Zn},

keeping our notation consistent with commonly used implementations of lattice-
reduction algorithms. If the rows of B are linearly independent, we call B a basis
matrix of L(B). The number of rows in a basis matrix is called the dimension
of a lattice, denoted dimL(B). The determinant of a lattice L with basis matrix
B is defined as

detL := det
√
BBT .

Both the dimension and the determinant do not depend on the basis choice.
Let b1, . . . ,bn denote the rows of a basis matrix B. Hadamard’s inequality

states

detL(B) ≤
n∏
i=1

‖bi‖.

The dual of a lattice L = L(B) is defined as

L∗ := {v ∈ span(B) | ∀w ∈ L : 〈v, w〉 ∈ Z} .

A vector v ∈ L is called primitive with respect to some lattice L, if it is not a
multiple of a lattice vector, i.e., for every integer k ≥ 2 it holds that 1

kv /∈ L.
A lattice L ⊂ Zn is called q-ary, if it contains qZn.

2.3 Lattice Reduction

Every lattice of dimension at least two has infinitely many bases. In many appli-
cations (such as cryptanalysis), one wants to compute a good basis of a lattice,
i.e., a basis consisting of short and almost orthogonal vectors.

The LLL lattice reduction algorithm [LLL82] computes in polynomial time
a relatively good basis, whose shortest vector is exponentially (in the lattice
dimension) longer than a shortest lattice vector. Its generalization, the BKZ al-
gorithm [Sch87,CN11,AWHT16] provides a trade-off between runtime and basis
quality.

The most important parameter of BKZ is the so-called blocksize β. The
BKZ algorithm computes shortest vectors in projected sub-lattices of dimen-
sion β. This dominates the runtime of BKZ. The security of lattice-based cryp-
tosystems is therefore usually measured in the required blocksize β to find a
shortest vector. There are two main approaches to find a shortest vector: enu-
meration algorithms [Kan83,ABF+20] implemented in [dt21a], and sieving algo-
rithms [AKS01,NV08] implemented in [dt21b]. Sieving algorithms find a shortest
vector in time and memory 2O(n), while enumeration requires 2O(n logn) time and
only poly(n) memory. Experiments with publicly available implementations of
sieving and enumeration suggest [ADH+19] that sieving algorithms are superior
to enumeration starting from dimension ≈ 65.
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Estimating the required β for a given lattice is an active area of research.
The NTRU Fatigue estimator [DvW21] provides the most accurate estimates
for NTRU lattices. It is based on the probabilistic simulation method introduced
in [DDGR20], which in turn is a refinement of the so-called 2016 estimate or
GSA intersect method introduced in [ADPS16].

As the name suggests, this method is based on the geometric series assump-
tion (GSA) [Sch03], which states that in a random lattice the Gram-Schmidt
norms of the vectors of a BKZ-reduced basis decay geometrically. Intuitively,
the 2016 estimate states, if a lattice L contains a sufficiently short vector s,
then for sufficiently large β, the GSA cannot hold. Hence, in that case the BKZ
behaves differently than on a random lattice and therefore likely recovers s.

More precisely, the 2016 estimate states that BKZ with blocksize β recovers
a short vector s in a d-dimensional lattice L, provided that√

β/d‖s‖ < δ2β−d−1β · det(L)1/d,

where

δβ ≈
(

β

2πe
(πβ)1/β

)1/(2(β−1))

.

We refer the reader to the survey by Albrecht and Ducas [AD21] for further
details.

A straight-forward calculation shows that for ‖s‖ := γ
√
ddet (L)1/d with

0 < γ < 1, the 2016 estimate predicts

β =
d log(d)

log(d)− 2 log(γ)
+ o(d). (2)

Hence, if ‖s‖ is very close to the so-called Minkowski bound of
√
ddet (L)1/d,

then the 2016 estimate predicts β ≈ d. Conversely, if ‖s‖ is significantly smaller
than

√
ddet (L)1/d, then the estimate predicts β � d. As a consequence, it gets

the easier for BKZ to find a shortest vector s in L, the smaller the dimension d,
the larger the determinant detL, and the shorter s.

3 NTRU

In this section, we recall the definition of the NTRU cryptosystem, as defined in
the submission to the NIST PQC competition [CDH+19], as well as the NTRU
challenges published by Security Innovation, Inc [Incb].

3.1 NIST Submission

Let n be a prime number, where the order of both 2 and 3 in Z∗n is n − 1. We
denote the set of all such primes by N . The primes n ∈ N with n ≤ 1000 are
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exactly the elements of the following set

N≤1000 := {5, 19, 29, 53, 101, 139, 149, 163, 173, 197,

211, 269, 293, 317, 379, 389, 461, 509, 557,

653, 677, 701, 773, 797, 821, 859, 907, 941}.

The NTRU specification [CDH+19] defines

Φn :=
Xn − 1

X − 1
= Xn−1 +Xn−2 + . . .+X + 1,

T :=

{
n−2∑
i=0

viX
i | vi ∈ {−1, 0, 1}

}
,

T+ :=

{
n−2∑
i=0

viX
i ∈ T |

∑
i

vivi+1 ≥ 0

}
,

T (ω) :=

{
n−2∑
i=0

viX
i ∈ T | vi = +1 for ω

2 coefficients vi,
vi = −1 for ω

2 coefficients vi

}
, (3)

where ω is an even positive integer. Notice, since n is prime, Φn is the n-th
cyclotomic polynomial.

An NTRU private key is a tuple (n, q, f, g), where n ∈ N , q ∈ N is a power of
two and f, g ∈ Z[X] are polynomials with small coefficients. The corresponding
public key is a tuple (n, q, h), where

h := 3gfq mod (q,Xn − 1) (4)

and
fq := f−1 mod (q, Φn). (5)

If f is sampled from (a subset of) T \ {0}, then the following lemma shows that
fq is well-defined.

Lemma 3.1. Let n ∈ N , f ∈ T \ {0} and let q ∈ N be a power of two. Then f
is invertible in Zq[X]/(Φn).

Proof. By definition of N , the order of 2 in Z∗n is n − 1. This implies that the
n-th cyclotomic polynomial Φn is irreducible over Z2. (This easily follows from
the fact that the subgroup {2i mod n | i ∈ Z} ⊆ Z∗n is isomorphic to the Galois
group of the field extension Z2 ⊂ Z2(ζn), where ζn denotes a formal primitive
n-th root of unity.) Hence, Z2[X]/(Φn) is a finite field. Since f ∈ T and f 6= 0,
it follows that f 6≡ 0 mod (2, Φn). Therefore, f is invertible in Z2[X]/(Φn) and
consequently also in Zq[X]/(Φn). ut

The NTRU submission defines two different variants of the scheme, called NTRU-
HPS and NTRU-HRSS. The variants use slightly different sample spaces for f
and g, and have different constraints on q.
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NTRU-HPS. In the HPS variant, the modulus q may be set to any power of
2. The polynomials f and g are sampled from the following two sets

Lf,HPS := T ,
Lg,HPS := T (ω), (6)

where ω := min{q/8 − 2, 2bn/3c}. The specification recommends to either use
q = 2048 and n ∈ {509, 677} or q = 4096 and n = 821. (The former imposes
ω = 254, the latter ω = 510.)

NTRU-HRSS. In the HRSS variant, the modulus q is

q := 2d7/2+log2(n)e. (7)

The polynomials f, g are sampled from the following two sets

Lf,HRSS := T+,
Lg,HRSS := (X − 1) · T+. (8)

The specification recommends to set n = 701. (This imposes q = 8192.)

The NTRU Key Equation. From the definitions of Lg,HPS and Lg,HRSS it
follows that in both NTRU-HPS and NTRU-HRSS g(1) = 0 and by Equation (4)
consequently also h(1) ≡ 0 mod q. Hence, from the Chinese remainder theorem

Zq[X]/(Xn − 1) ' Zq[X]/(Φn)× Zq[X]/(X − 1)

it follows that in both variants the keys satisfy the NTRU key equation

fh ≡ 3g mod (q,Xn − 1). (9)

3.2 NTRU Challenges

When compared to the NTRU variants submitted to NIST PQC competition, the
NTRU challenges by Security Innovation, Inc. use a quite different key format.
Let n ∈ N and define

TCh.(di) :=

{
n−1∑
i=0

viX
i

∣∣∣∣∣ vi = +1 for di-many vi,
vi = −1 for di-many vi

}
(10)

for some parameter di ∈ N.1

The sample spaces for the secret polynomials f and g are defined as follows

Lf,Ch.(d1, d2, d3) := {f1f2 + f3 mod Xn − 1|fi ∈ TCh.(di)} , (11)

1 As opposed to the set T (ω), defined in Equation (3), the elements of TCh.(di) are of
degree at most n−1, instead of n−2. In addition, they have 2di non-zero coefficients,
instead of ω.
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Lg,Ch.(dg) :=

{
n−1∑
i=0

giX
i

∣∣∣∣∣ gi = +1 for (dg + 1)-many gi,
gi = −1 for dg-many gi

}
, (12)

where d1, d2, d3, dg ∈ N are some positive integers.
The public polynomial h is defined via the equation

(1 + 3f)h ≡ g mod (q,Xn − 1),

where q is a power of two.
Security Innovation, Inc. published 27 different challenges. 11 of the chal-

lenges used to be worth 1000$ each, the other 16 challenges used to be worth
5000$ each. The concrete parameters for all 1000$ challenges are given in Table 1.

n q d1 d2 d3 dg Solved by

107 512 4 4 4 36 Howgrave-Graham
113 1024 5 4 3 38 Howgrave-Graham
131 1024 5 4 4 44 Ducas, Nguyen
139 1024 5 5 3 46 Ducas, Nguyen
149 1024 5 5 3 50 Ducas, Nguyen
163 1024 5 5 4 54 Ducas, Nguyen
173 1024 6 5 4 58 Ducas, Nguyen
181 1024 6 5 4 60 This work
191 1024 6 5 4 64 -
199 1024 6 5 6 66 -
211 1024 6 6 4 70 -

Table 1. Parameters of the 1000$ NTRU challenges.

4 Lattice Reduction With a Hint

When attacking a cryptographic lattice L, one often knows some side information
about the secret short vector s ∈ L. Dachman-Soled, Ducas, Gong and Rossi
(DDGR) introduced in [DDGR20] a framework for integrating such hints into L
to improve the performance of lattice reduction algorithms. In this section, we
recall two types of hints and additionally introduce a new type of hint.

Perfect Hints. Suppose we know a vector v, which is orthogonal to the secret
vector s, i.e.,

〈s,v〉 = 0.

This type of hint is called a perfect hint.
Instead of searching for s in L, we can then search in the sub-lattice L∩v⊥.

As shown by DDGR, this may make reducing the lattice a bit easier, since it
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decreases the dimension by one and additionally may increase the determinant
(assuming that v is not too far from being primitive with respect to the dual):

Lemma 4.1 (Generalization of Lemma 12 in [DDGR20]). Let L be a
lattice and let v ∈ L∗. Let k ∈ N such that 1

kv is primitive with respect to L∗.
Then L ∩ v⊥ is a lattice of dimension dimL − 1. Its determinant is given by

det(L ∩ v⊥) =
‖v‖
k
· detL.

Worth noting, if k is significantly larger than ‖v‖, incorporating a perfect hint
may actually be counterproductive for lattice reduction algorithms, as the disad-
vantage of having a smaller determinant then may outweigh the benefit of losing
one dimension. DDGR heuristically assume that k always equals 1. However, in
Section 5.3 we show that this is not the case for typical NTRU lattices.

Given a basis B for L, DDGR suggest the following polynomial time algo-
rithm to compute a basis for the sub-lattice L ∩ v⊥.

1. Compute the dual basis D of B. (Recall that D is given by D = (B+)T ,
where ·+ and ·T denote the Moore-Penrose pseudoinverse and transpose,
respectively.)

2. Compute D⊥ := πv(D), where πv is applied row-wise to D.
3. Apply the LLL algorithm to D⊥ to eliminate linear dependencies. Then

delete the first (all-zero) row.
4. Output the dual of the resulting matrix.

Short Vector Hints. Many cryptographic lattices contain short-ish vectors
that neither reveal the secret key, nor help the decryption. For instance, in
some NTRU variants, the lattices contain the all-one vector. Even though this
vector is very short, it cannot be used for decryption. Futhermore, almost all
cryptographic lattices are q-ary for some small q ∈ N and thus contain the rather
short q-vectors (0, . . . , 0, q, 0, . . . , 0).

It can be sometimes beneficial for lattice reduction algorithms to remove
these vectors from the lattice, i.e., to project the lattice onto their orthogonal
complement. DDGR call this a short vector hint.

The benefit of projecting a lattice L against v ∈ L is that the dimension
decreases by one. However, as the following lemma shows, at the same time the
determinant shrinks by a factor of ‖v‖. A short vector hint is therefore always
a trade-off between decreased dimension and decreased determinant.

Lemma 4.2 (Fact 14 in [DDGR20]). Let L be a lattice and let v ∈ L be
primitive with respect to L. Then

det(πv(L)) = det(L)/‖v‖.

In contrast to a perfect hint, where the constraint on v being primitive is a
potential disadvantage, this is not the case for a short vector hint: if v is not
primitive, i.e., if there exists k ≥ 2, such that 1

kv is a primitive vector of L, then
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projecting actually shrinks the determinant by less than a ‖v‖-factor, since in
that case we have

det(πv(L)) = det(π 1
kv

(L)) = k · det(L)

‖v‖
>

det(L)

‖v‖
.

A potential drawback from projecting against v is a loss of information. While
s is contained in L, the projection πv(L) only contains πv(s), from which one
has to recover s.

Almost-Parallel Hints (new). In our attacks, the secret vector s is sometimes
almost parallel to some known vector v (not necessarily included in our lattice),
i.e., it has a decomposition into

s = cv + s′,

for some vector s′ significantly shorter than s, and some scalar c. We call this
an almost-parallel hint.

Projecting the lattice against v makes the secret target vector s significantly
shorter:

‖πv(s)‖ = ‖πv(s′)‖ ≤ ‖s′‖.

In addition, by integrating an almost-parallel hint, we also decrease the dimen-
sion of L by one.2

As with a short vector hint, using an almost-parallel hint also comes with a
disadvantage: both types of hints decrease the determinant. In fact, the following
straight-forward generalization of Lemma 4.2 shows, in contrast to a short vector
hint, where the determinant only shrinks by a ‖v‖-factor, an almost-parallel
may shrink way more significantly (assuming that only large multiples of v are
contained in L):

Lemma 4.3. Let L be lattice and let v be a vector. If there exists λ ∈ R such
that λv is a primitive lattice vector of L, then

det(πv(L)) = det(L)/(λ‖v‖).

Notice that for an integral vector v ∈ Zn\0n and a q-ary lattice L we shrink, how-
ever, at most by a q‖v‖-factor, because in that case there exists λ ∈ {1, 2, . . . , q},
such that λv is primitive.

As in the case of short vector hints we potentially lose information with pro-
jecting against v, since L contains s, whereas πv(L) only contains πv(s). How-
ever, in our applications of almost-parallel hints we are always able to efficiently
recover s from its projection πv(s).

2 We assume that a multiple of v is included in L. For an integral vector v and a
q-ary lattice L, this certainly is the case, since qv ∈ L. If L contains no multiple of
v, then πv(L) might not be a lattice.

https://orcid.org/0000-0001-8924-7605
https://orcid.org/0000-0001-5965-5675
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5 Choosing Lattices for NTRU-HPS and NTRU-HRSS

5.1 The Coppersmith-Shamir Lattice

Let (n, q, h) be an NTRU-HPS or NTRU-HRSS public key with corresponding
secret key (n, q, f, g). The most straight-forward approach for attacking NTRU
is to consider the following lattice

LCS := {(v,w) ∈ Z2n | vh ≡ 3w mod (q,Xn − 1)},

which was first introduced by Coppersmith and Shamir (CS) in [CS97]. A basis
matrix for LCS is given by

BCS :=

(
In H
0 qIn

)
, (13)

where for i = 0, . . . , n − 1, the (i + 1)-st row of H ∈ Zn×n is defined as the
coefficient vector of

3−1Xih mod (q,Xn − 1).

By Equation (9), LCS contains the vector (f ,g) ∈ Z2n corresponding to the secret
polynomials f and g. Since f and g have very small coefficients, (f ,g) likely is a
shortest vector in LCS. Hence, we can compute the secret key by running lattice
reduction on BCS.

Presence of Many Short Vectors. A remarkable property of LCS is that
the lattice not only contains the short vector (f ,g), but also all rotations of the
secret key, i.e., the coefficient vectors corresponding to Xif and Xig for every
i ∈ {0, 1, ..., n− 1}. It is well known that the rotations also serve as valid secret
keys.

Notice that the rotations have the same norm as (f ,g), since multiplication
by X in Zq[X]/(Xn− 1) simply corresponds to a rotation of the coefficients. As
discussed in [DDGR20, Section 6.3], the presence of these many short vectors
makes finding the secret key a bit easier than it would be in a lattice containing
(up to sign) only one short vector. Intuitively this is caused by the fact that the
probability of BKZ finding at least one of the short vectors is higher than the
probability of finding one fixed short vector.

Dense Sublattice. The rotations of the secret key generate an n-dimensional
sub-lattice Lf,g ⊂ LCS. This sub-lattice is unusually dense, i.e., its determinant
is much smaller than what we would expect from a random lattice: using Hada-
mard’s inequality, we find that the determinant is upper bounded by

detLf,g ≤ ‖(f ,g)‖n.

As shown in [KF17] and refined in [DvW21], if q is sufficiently large, the presence
of such a dense sub-lattice violates a prediction on the behavior of sublattices
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based on the GSA and thus forces BKZ to behave differently on LCS, than it
would on a random lattice. Indeed, it turns out that we can recover the secret
key in that case using significantly smaller blocksizes.

According to the 2016 estimate, secret key recovery (SKR) normally would
happen at blocksize β = Θ̃(n/ ln q). However, as shown in [KF17, Theorem 9],
if q is large, BKZ recovers at significantly smaller blocksize β = Θ̃(n/ ln2 q) a
basis Bf,g for Lf,g – from which one easily obtains the secret key. (This event is
called dense sub-lattice discovery (DSD).) For instance, instead of running BKZ
on the 2n-dimensional lattice LCS, one then may run it on the n-dimensional
sub-lattice Lf,g, which is significantly easier.

NTRU parameters, that have this property, are called overstretched. Ducas
and van Woerden [DvW21, Claim 3.5] showed that NTRU variants with ‖(f ,g)‖ =
O(n1/2) (such as HPS and HRSS) become overstretched when q = Ω(n2.484). As
shown in [DvW21, Section 5.3], the asymptotic bound already holds for reason-
ably small values of n.

5.2 The Cyclotomic Lattice and the Projected Cyclotomic Lattice

The NTRU key equation holds not only over the convolution polynomial ring
Zq[X]/(Xn − 1), but also over the cyclotomic polynomial ring Zq[X]/(Φn). In-
stead of working with the CS lattice, one might therefore be tempted to work
with the following lattice

LΦ := {(v,w) ∈ Z2(n−1) | vh ≡ 3w mod (q, Φn)},

which we call the cyclotomic lattice. Analogously to the CS lattice, one can easily
compute a basis matrix for LΦ as

BΦ :=

(
In−1 HΦ

0 qIn−1

)
, (14)

where for i = 0, . . . , n − 2, the (i + 1)-st row of HΦ is defined as the coefficient
vector of

3−1Xih mod (q, Φn).

Since the cyclotomic lattice has dimension only 2(n−1) instead of 2n, one might
hope that reducing it may be a bit easier than reducing the CS lattice.

Dachman-Soled, Ducas, Gong and Rossi [DDGR20, Section 6.3], however,
doubt whether using LΦ really is beneficial. They argue, since multiplication by
X in Z[X]/(Φn) does not correspond to a simple rotation of the coefficients (as
it does in Z[X]/(Xn − 1)), the length of the vectors corresponding to Xif , Xig
may be increased “significantly” in LΦ. Accordingly, LΦ will contain fewer short
secret key vectors than LCS and recovering them should therefore probably be
harder.

This issue, however, can easily be fixed. To this end, let us take a closer look
at the arithmetic in Z[X]/(Φn).

https://orcid.org/0000-0001-8924-7605
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Lemma 5.1. Let p =
∑
i piX

i be a polynomial of degree at most n − 2. For
every k ∈ {0, 1, . . . , n− 1} it holds that

Xkp ≡
k−2∑
i=0

pi+n−kX
i +

n−2∑
i=k

pi−kX
i −

n−2∑
i=0

pn−k−1X
i mod Φn. (15)

Furthermore, for every k ∈ N it holds that

Xkp ≡ X(k mod n)p mod Φn. (16)

Proof. From Xn − 1 = Φn(X − 1) ≡ 0 mod Φn it follows that

Xn ≡ 1 mod Φn. (17)

Notice that this already proves Equation (16).
Writing Φn = Xn−1 +Xn−2 + . . . X + 1, we obtain

Xn−1 ≡ −(Xn−2 +Xn−3 + . . . X + 1) mod Φn. (18)

To prove Equation (15), we now simply apply Equations (17) and (18) to the
following identity:

Xkp =

n−2∑
i=k

pi−kX
i + pn−k−1X

n−1 +

k−2∑
i=0

pi+n−kX
n+i.

ut

From Lemma 5.1 it follows that the arithmetic in Z[X]/(Φn) is actually quite
similar to that in Z[X]/(Xn − 1). First, in both rings multiplication by X is n-
periodic. Second, while in Z[X]/(Φn) a multiplication by X does not perfectly
correspond to a rotation of the coefficients, one might still view it as a rotation
with an extra step: in Z[X]/(Xn − 1), we have the following identity3

Xkp =

k−2∑
i=0

pi+n−kX
i +

n−1∑
i=k

pi−kX
i mod Xn − 1. (19)

Comparing Equation (19) with Equation (15), we find that in Z[X]/(Φn) the
coefficients first get rotated exactly as they would in Z[X]/(Xn − 1), but then
the leading coefficient pn−k−1 gets removed and is instead subtracted from all
other coefficients.

Let us illustrate with an example. Consider the polynomial

p := 1 +X2 −X3.

3 Notice that there is no monomial of degree k − 1 in Equation (19), since p has no
monomial of degree n− 1.
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The coefficient vectors of X0p, . . . ,X4p modulo X5 − 1 are

(1, 0, 1,−1, 0),

(0, 1, 0, 1,−1),

(−1, 0, 1, 0, 1),

(1,−1, 0, 1, 0).

The coefficient vectors modulo Φ5 on the other hand are

(1, 0, 1,−1)− 0 · (1, 1, 1, 1) = (1, 0, 1,−1),

(0, 1, 0, 1)− (−1) · (1, 1, 1, 1) = (1, 2, 1, 2),

(−1, 0, 1, 0)− 1 · (1, 1, 1, 1) = (−2,−1, 0,−1),

(1,−1, 0, 1)− 0 · (1, 1, 1, 1) = (1,−1, 0, 1),

(0, 1,−1, 0)− 1 · (1, 1, 1, 1) = (−1, 0,−2,−1).

Hence, the rotations of p modulo Φn are the sum of a short vector and a multiple
of 1n−1, i.e., the rotations are almost parallel to 1n−1.

This suggests to incorporate two almost-parallel hints to LΦ, i.e., to work
with the following lattice, which we call the projected cyclotomic lattice

LΦ,⊥ := {(π1n−1(v), π1n−1(w)) ∈ Z2(n−1) | vh ≡ 3w mod (q, Φn)}
= π(0n−1,1n−1)

(
π(1n−1,0n−1) (LΦ)

)
.

Remark 5.2. Since π1n−1(·) maps into 1
n−1 · Z

n−1, one may want to work in
practice with the scaled lattice (n− 1) · LΦ,⊥ to avoid a non-integral basis.

Remark 5.3. We can easily recover the secret f from its projection π1n−1(f),
by simply brute-forcing the inner product 〈f ,1n−1〉 (which is a small integer
between −(n− 1) and n− 1) and then obtain f via Equation (1).

Remark 5.4. Interestingly, Coppersmith and Shamir similarly suggest to project
the vectors in their lattice LCS orthogonally against 1n – although for a com-
pletely different reason: they showed that any vector v, which is almost parallel
to 1n (i.e., for which π1n(v) is short), already serves as a valid NTRU private key.
If LCS contains (besides the rotations of the secret key) additional such vectors,
then BKZ has an increased success probability for finding a secret key on the
projected variant of the CS lattice. However, in practice, we never encountered
such vectors.

As opposed to the (non-projected) cyclotomic lattice, the projected cyclo-
tomic lattice still contains many short vectors. In addition, it has a smaller
dimension than both LCS and LΦ. Indeed, it has dimension only 2n− 4: we lose
two dimensions by working modulo Φn, and two more dimensions by projecting.
(The latter follows from the fact that the q-ary lattice LΦ contains the vectors
q(1n−1,0n−1) and q(0n−1,1n−1), see also the discussion on almost-parallel hints
in Section 4.)

https://orcid.org/0000-0001-8924-7605
https://orcid.org/0000-0001-5965-5675
https://orcid.org/0000-0003-3066-0133
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We may therefore hope that attacks using the projected cyclotomic lattice
outperform the other two lattices.

It should be noted, however, that LΦ,⊥ has the smallest determinant out of
our three lattices.

Theorem 5.5. The determinant of LΦ,⊥ equals

detLΦ,⊥ =
qn−3

n− 1
.

Proof. Let d := n− 1. We define a polynomial

v :=

(
(3−1 mod q) · h ·

n−2∑
i=0

Xi

)
mod Φn. (20)

Notice that the coefficient vector v ∈ Zd of v is the sum over the rows of the
matrix HΦ in Equation (14). Hence, by Equation (14) we have the following
equivalence for any s ∈ Z:

s(1d,0d) ∈ LΦ ⇐⇒ sv ∈ qZd ⇐⇒ s

q
v ∈ Zd. (21)

Using this equivalence we now compute the smallest integer s > 0, that satisfies
s(1d,0d) ∈ LΦ.

From Equations (20), (4) and (5), it follows that

v ≡ 3−1 · h ·
n−2∑
i=0

Xi ≡ g · f−1 ·
n−2∑
i=0

Xi mod (q, Φn).

By Lemma 3.1, both g and
∑n−2
i=0 X

i are invertible in the ring Zq[X]/(Φn).4 As
f−1 is obviously also invertible, v is invertible as well. In particular, it follows
that at least one coefficient of v is odd. (Since q is a power of 2, polynomials with
only even coefficients are not invertible in Zq[X]/(Φn).) Combing this observation
with Equation (21), it follows that the smallest s > 0, satisfying s(1d,0d) ∈ LΦ,
is s = q.

This shows that q(1d,0d) is primitive with respect to LΦ. Together with
Lemma 4.3 this yields

det
(
π(1d,0d)(LΦ)

)
=

detLΦ
‖q(1d,0d)‖

=
qn−2√
d
. (22)

Let us now compute the smallest integer t > 0, satisfying t(0d,1d) ∈ π(1d,0d)(LΦ).
From Equation (14) it follows that π(1d,0d)(LΦ) is generated by the following

matrix

Bπ :=

(
π1d(Id) HΦ

0 qId

)
, (23)

4 Even though g is not a ternary polynomial in NTRU-HRSS, Lemma 3.1 still implies
that g is invertible, since g is the product of two ternary (and therefore invertible)
polynomials, see Equation (8).
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where π1d is applied row-wise to Id. Let (w1,w2) ∈ Z2d, such that

(w1,w2) ·Bπ = t(0d,1d) (24)

for the smallest possible integer t > 0. Using Equation (23), we conclude that

w1 ∈ kerπ1d ∩ Zd = Z · 1d.

Hence, there exists m ∈ Z, such that w1 = m · 1d. This implies that w1 is the
coefficient vector of m ·

∑n−2
i=0 X

i. Using Equation (24) it follows that(
m ·

n−2∑
i=0

Xi

)
·
(
3−1 · h

)
≡ t ·

n−2∑
i=0

Xi mod (q, Φn).

By Lemma 3.1, the ternary polynomial
∑n−2
i=0 X

i is invertible, so we may divide
it from the above congruence and obtain

m · 3−1 · h ≡ t mod (q, Φn). (25)

Multiplying the polynomial 3−1 ·h by an integer m can result in another integer
t, if and only if t is congruent to 0 modulo q. Hence, the smallest t > 0, for which
Equation (25) can hold is t = q.

By definition of m, this implies that the smallest t > 0, satisfying t(0d,1d) ∈
π(1d,0d)(LΦ), is t = q. Hence, q(0d,1d) is primitive with respect to π(1d,0d)(LΦ).

Now applying Lemma 4.3 and using Equation (22), we finish the proof:

detLΦ,⊥ = det
(
π(0d,1d)

(
π(1d,0d) (LΦ)

))
=

det
(
π(1d,0d)(LΦ)

)
‖q(0d,1d)‖

=
qn−3

n− 1
.

ut

Recall that by Equation (2), the required BKZ blocksize does not directly
depend on the determinant of the lattice, but on its root-determinant. Since we
have

(detLCS)1/(2n) =
√
q,

and by Theorem 5.5

(detLΦ,⊥)1/(2(n−2)) =
1

((n− 1)q)1/(2n−4)
√
q,

the root-determinants only differ by a factor 1
((n−1)q)1/(2n−4) , which rapidly con-

verges to 1. Thus, the decrease in determinant should not significantly effect the
required blocksize, and instead should be outweighed by the decrease in secret’s
norm and lattice dimension. Our experimental results in Section 6 confirm that
this is the case.
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5.3 Further Improvement by Exploiting Design Choices

For correctness of decryption, it is necessary in both NTRU-HPS and NTRU-
HRSS that 1 is a root of g. HPS ensures this property by simply distributing 1’s
and -1’s evenly among the coefficients of g, see Equation (6). HRSS, on the other
hand, defines g as a product of X−1 and a ternary polynomial, see Equation (8).
We can exploit these properties by incorporating them into our lattices.

NTRU-HRSS. Since the secret polynomial g is the product of X − 1 and a
ternary polynomial, the coefficient vector g

X−1 is significantly shorter than the
coefficient vector of g. Instead of searching for a short vector (v,w) with

vh ≡ 3w mod (q, Φn),

we should therefore rather search for (v,w′) with

vh ≡ 3(X − 1)w′ mod (q, Φn),

To do so, we simply replace the matrix HΦ in Equation (14) by a matrix H′Φ,
where for i = 0, . . . , n − 2, the (i + 1)-st row of H′Φ is defined as the coefficient
vector of

3−1(X − 1)−1Xih mod (q, Φn).

Notice that by Lemma 3.1, X − 1 is indeed invertible in Zq[X]/(Φn).
Interestingly, we cannot as easily apply this trick when working modulo Xn−

1, since X − 1 is not invertible modulo Xn − 1. In fact, we fail to see how to
explicitly compute a basis for the lattice

LHRSS := {(v,w) ∈ Z2n | vh ≡ 3(X − 1)w mod (q,Xn − 1)}. (26)

NTRU-HPS. Even though g is also divisible byX−1 in NTRU-HPS, we should
not divide that factor out here, because the resulting polynomial would not have
as small coefficients. We can nevertheless still incorporate the fact g(1) = 0 to
our lattice, by instead interpreting it as a perfect hint.

Geometrically, the equation g(1) = 0 is equivalent to the fact that the coef-
ficient vector of g is orthogonal to the all-one vector. Hence, instead of working
directly with the CS lattice or the projected cyclotomic lattice, we may first
intersect them with (0n,1n)⊥ or (0n−1,1n−1)⊥, respectively, i.e., we may work
with the following lattices

LCS,∩ := LCS ∩ (0n,1n)⊥,

LΦ,⊥,∩ := π(1n−1,0n−1)

(
π(0n−1,1n−1)

(
LΦ ∩ (0n−1,1n−1)⊥

))
.

We would like to point out that Dachman-Soled, Ducas, Gong and Rossi [DDGR20,
Section 6.3] also suggest to incorporate the fact g(1) = 0 as a perfect hint for
NTRU-HPS. Worth noting, they claim that, according to Lemma 4.1 (respec-
tively Lemma 12 in their work), this increases the determinant of the CS lattice
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by a factor of
√
n. This claim, however, is not correct. It would be correct if the

vector (0n,1n) was primitive with respect to the dual of LCS. This is, however,
not the case:

Theorem 5.6. The vector (0n,1n) is not primitive with respect to the dual of
LCS, but 1

q (0n,1n) is.

Proof. Since g(1) = 0, it follows from Equation (4) that h(1) ≡ 0 mod q. This
implies that the sum over all coefficients of h is a multiple of q. Hence, for every
row Hi of H, as defined in Equation (13), the inner product between 1

q1
n and

Hi is an integer. Clearly, the inner product between 1
q1

n and a row of qIn is also

an integer (namely 1).
Combing these two observations with Equation (13), it follows that for every

vector v ∈ LCS the inner product 〈 1q (0n,1n),v〉 is an integer. Hence, 1
q (0n,1n)

lies in the dual of LCS.
To finish the proof, it remains to show that for any k ≥ 2, the vector

1
kq (0n,1n) is not included in L∗CS. This easily follows from the fact that for any

such k, the inner product between 1
kq (0n,1n) and the q-vector (0n, q,0n−1) ∈

LCS equals 1
k and thus is non-integral. ut

According to Lemma 4.1 and Theorem 5.6, the hint g(1) = 0 does not increase
the determinant by a factor of

√
n, but decreases it by a factor of

√
n/q.

6 Experimental Results for HRSS and HPS

We implemented all the lattices described in Section 5. The source code is avail-
able at https://github.com/ElenaKirshanova/ntru_with_sieving.

We provide an interface to generate NTRU-HPS and NTRU-HRSS keys as
specified in the documentation [CDH+19]. Our interface also allows to input
explicit public parameters n, q, h, instead of generating random instances, e.g.
in order to solve the challenges from [Incb].

Our implementation supports the following types of lattices: the Coppersmith-
Shamir lattice LCS, the cyclotomic lattice LΦ, the projected cyclotomic lattice
LΦ,⊥ as well as the lattices LCS,∩ and LΦ,⊥,∩. Upon receiving the type of the
NTRU lattice together with the parameters n, q (and optionally h), our imple-
mentation constructs the corresponding basis and starts lattice reduction.

We use progressive BKZ [AWHT16] that internally calls either enumeration
from the FPyLLL library [dt21a] (with the default pruning strategies [GNR10]
for enumeration), or sieving from the G6K library [ADH+19]. Choosing which
SVP oracle to use is left to the user. In our experiments, for BKZ blocksizes
higher than 65, we use sieving. For smaller blocksizes we run enumeration.5

For each BKZ tour, we check either of the two events: dense sublattice discov-
ery (DSD) or secret key recovery (SKR). In case of DSD, we extract the dense

5 In [ADH+19], the crossover point between enumeration and sieving was observed at
dimension 70. However, we gain additional speed-up from parallelized sieving.
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sublattice, which is half of the dimension of the original lattice, and continue
with progressive BKZ on this smaller lattice until we find the NTRU secret key.

In all our experiments we use an AMD EPYC 7763 with 1 TB of RAM,
as well as an AMD EPYC 7742 processor with 2 TB of RAM. Each EPYC is
equipped with 128 physical cores that with parallelization give 256 threads. This
number of cores was mostly used to run multiple parallel experiments.

6.1 NTRU-HRSS

Unlike in most other NTRU variants, the parameter q cannot be chosen freely
in NTRU-HRSS. Instead, it is fixed to q = 2d7/2+log2(n)e, as specified in Equa-
tion (7). For medium sized values of n, this formula sets q to a value significantly
larger than n. For instance, for 91 ≤ n ≤ 181, it sets q = 2048. (In contrast,
for NTRU-HPS such a large q is recommended for n ∈ {509, 677}.) As a conse-
quence, NTRU-HRSS parameters with medium sized n lie in the overstretched
regime. Indeed, according to the NTRU Fatigue estimator, all NTRU-HRSS pa-
rameters with n < 261 are overstretched.

We would like to stress that all HRSS parameters, that we can currently
attack in a reasonable amount of time, are therefore overstretched. The rec-
ommended parameters n = 701 and q = 8192, on the other hand, are not
overstretched.

We ran experiments from n = 101 up to n = 211 for NTRU-HRSS. Note
that only n = 101, 211 are elements of N , as defined in Section 3, but we are
not exploiting any structure for speeding up lattice reduction for n /∈ N .

As expected, in 100% of our experiments the DSD event occurred, confirming
that NTRU-HRSS with medium sized n indeed is overstretched. Once the DSD
event was detected at blocksize β, the SKR event followed within the next 5
blocksizes, i.e., at blocksize at most β + 5. In larger dimensions n ≥ 151, the
SKR event usually happened even in the next progressive BKZ call. In some
experiments, DSD and SKR events happened at the exact same block size.6

Observed Speedup from LΦ,⊥. In our experiments, we tried all different
types of lattices that our implementation supports. Out of all lattices, the Cop-
persmith-Shamir lattice LCS performs worst, whereas the projected cyclotomic
lattice LΦ,⊥ performs best. In the left half of Figure 1, we plot the required
average blocksize β for DSD on LCS and on LΦ,⊥ for 101 ≤ n ≤ 171. The exact
numbers are given in Table 2. As the figure and table show, LΦ,⊥ performs
significantly better than LCS.

Changing to the cyclotomic ring and using almost-parallel hints therefore
is indeed beneficial for lattice reduction algorithms. As expected, the benefits
are not outweighed by decreasing the determinant from qn to qn−3/(n− 1), see
Theorem 5.5.

6 When DSD and SKR happen at the same blocksize, we are still in the overstretched
regime. We are in the non-overstretched regime only if SKR happens before DSD.
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Fig. 1. Comparison between LCS and LΦ,⊥ in the overstretched regime of NTRU-HRSS
with q = 2048 (left) and q = 4096 (right). Averaged over 32 keys each for every n ≤ 171.
For n = 191, 201, the average is taken over 20 experiments. For n = 211, the blocksize
is averaged over 5 experiments.

For n ≥ 183, we ran experiments only on the superior lattice LΦ,⊥. The
results are shown in the right half of Figure 1. Comparing both halves of Figure 1,
the reader may notice that for n = 161 and n = 183 we require roughly the same
blocksize β ≈ 51. This is due to the increase in q, caused by Equation (7): for
n ≥ 182, we switch from q = 2048 to q = 4096.

n 101 111 121 131 141 151 161 171

βΦ,⊥ 2.4 3.3 6.3 9.8 14.7 35.1 51.7 64.5

βCS 2.9 4.0 6.9 11.8 20.7 45.6 60.5 72.3

Table 2. Average required blocksizes for NTRU-HRSS, as per Figure 1

6.2 NTRU-HPS

In contrast to our NTRU-HRSS experiments, we used for NTRU-HPS a signif-
icantly smaller modulus q = 512 to ensure that we are far off from the over-
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stretched regime. As one might expect, this decrease in q results in significantly
larger required BKZ blocksizes. For instance, with NTRU-HPS we require for
n = 131 a blocksize of β ≈ 57 for SKR, whereas with NTRU-HRSS we require
only β ≈ 10 for DSD. Therefore, we cannot provide results for n as large as in
NTRU-HRSS (n = 211), but only up to n = 171.

Nevertheless, our NTRU-HPS computations can still be considered new records
in the field of practical NTRU cryptanalysis: The former NTRU record computa-
tion by Ducas and Nguyen [Inca] were in similar dimension n = 173, but with a
larger modulus of q = 1024, and therefore (presumably) required smaller block-
sizes than our computations. We go up to blocksizes β > 100, a regime that to
the best of our knowledge has not been reached in practical cryptanalysis so far.

As with NTRU-HRSS, we also ran our experiments on NTRU-HPS with
all different types of lattices, that are available in our implementation. The
Coppersmith-Shamir lattice LCS again performed worst, whereas the projected
cyclotomic lattice LΦ,⊥,∩ (with additional integrated hints, see Section 5.3) per-
formed best.
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Fig. 2. Required blocksize for the secret key recovery on NTRU-HPS with q = 512.
Averaged over 32 keys each for every n.
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Observed Speedup from LΦ,⊥,∩. In Figure 2, we plot the average required
β for LCS and LΦ,⊥,∩. In contrast to NTRU-HRSS, the gap between the two
lattices here is not as large. (See Section 6.3 for an explanation.)

n 101 111 121 131 141 151 161 171

βCS 10.9 18.7 41.1 58.0 69.6 81.9 90.7 100.6

βΦ,⊥,∩ 10.4 17.3 38.9 56.8 67.8 79.9 89.4 99.2

Table 3. Average required blocksizes for NTRU-HPS, as per Figure 2

In Table 3, we provide all averaged blocksizes βCS and βΦ,⊥,∩ required for
SKR in LCS and LΦ,⊥,∩, respectively. While the differences in blocksizes may
seem rather small, we note that the difference in runtimes is still significant in
practice. For instance, in our n = 171 experiment, LCS required on average 172
core days, whereas LΦ,⊥,∩ took on average only 83 core days.

As expected, and similarly as in NTRU-HRSS, the benefits of reducing the
dimension thus outweigh the disadvantage of a decreased determinant also in
NTRU-HPS.

6.3 Comparison Between HRSS and HPS, and Implications

Let us now explain why the gap between β’s is for HRSS significantly larger
than it is for HPS.

Recall that we decrease the dimension in HRSS by 4 (by switching to the
projected cyclotomic lattice) and in HPS by 5 (by additionally integrating one
perfect hint). In both variants, we decrease the root determinant only by a
negligible amount. With respect to dimension and determinant, both lattices
are thus very similar.

The main difference between our lattices for HRSS and HPS is that LCS

contains for HRSS the polynomial g that is a multiple of (X − 1) and ternary
polynomial, see Equation (8). As proposed in Section 5.3, in the construction
of LΦ,⊥ we divide out (X − 1). This reduces g’s norm by roughly a

√
2-factor.

Hence, for HRSS we not only decrease the dimension of the lattice, but also
decrease the norm of the shortest vectors – which results in a larger gap between
β’s.

We note that in the HRSS specification [CDH+19] the authors analyzed the
lattice LHRSS as defined in Equation (26). Although [CDH+19] does not explicitly
provide a basis for LHRSS – and constructing one might actually be hard – LHRSS

was nevertheless used in [CDH+19] to conservatively estimate HRSS security.
(In other words, the authors of [CDH+19] already anticipated our improvement
in lattice basis construction.) Since the (X − 1) factor is already divided out in
LHRSS, the gap in β’s thus do not imply a security loss for HRSS.
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7 New NTRU Record: n = 181

7.1 Choosing a Lattice for the NTRU Challenges

Due to the different key format in the NTRU challenges, the lattices introduced
in Section 5 are not the best choice for attacking the challenges. While in NTRU-
HPS and NTRU-HRSS the keys satisfy the equation

fh ≡ 3g,

in the NTRU challenges they satisfy

(1 + 3f)h ≡ g. (27)

Hence, for the challenges, it is likely not the optimal strategy to search for a
short vector (v,w) satisfying

vh ≡ w,

since such a vector would be significantly longer than the coefficient vector (f ,g).
As a better strategy, Ducas and Nguyen interpreted Equation (27) in their

record computations as an instance of the bounded distance decoding problem
(BDD). They constructed a variant of the CS lattice, namely

LDN := {(v,w) ∈ Z2n | 3vh ≡ w mod (q,Xn − 1)}, (28)

and then searched for a lattice vector (v,w) ∈ LDN, close to the (non-lattice)
vector (0n,h). With this strategy one likely finds the vector (f ,g − h) ∈ LDN,
since it is close to (0n,h).

We choose to follow a different strategy based on the framework of lattice
reduction with hints. Instead of interpreting Equation (27) as a BDD instance,
we choose to interpret it as an almost-parallel hint. The equation implies that
LDN contains with (f ,g − h) a vector almost parallel to (0n,h). This suggests
to project LDN orthogonally against (0n,h) and then search for

π(0n,h)
(
(f ,g − h)

)
= (f , πh(g)). (29)

as a shortest vector.
We can further improve this lattice, by additionally incorporating a perfect

hint. From Equation (11) we know that f satisfies f(1) = 0, since f is composed
out of three polynomials f1, f2, f3, which all satisfy fi(1) = 0 (see Equation (10)).
Hence, we have 〈f ,1n〉 = 0. Thus, to improve the attack we may intersect LDN

with (1n,0n)⊥.

Remark 7.1. Similarly as with the projected cyclotomic lattice, one may want
to work with the scaled lattice ‖h‖2 · π(0,h)

(
(LDN ∩ (1n,0n)⊥)

)
in practice to

avoid a non-integral basis (see also Remark 5.2).

Remark 7.2. Here we do not have to worry, whether we can efficiently invert
the projection against (0,h), since the left half of the secret still contains the
(non-projected) vector f , see Equation (29).
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On Further Possible Improvements. As in Section 3.1, we could theoreti-
cally further improve our lattice, by working over the cyclotomic ring Zq[X]/(Φn)
and incorporating the two almost parallel hints of (1n−1,0n−1) and (0n−1,1n−1).
However, in that case we would already project our lattice against three vectors
in total. This would make the denominators of the coefficients of our lattice
vectors very large (or equivalently it would require scaling the lattice by a large
factor). To avoid issues of numerical stability in practice, we therefore choose to
not include these improvements.

One might ask, whether we can use special properties of g to further improve
our lattice (since we have only used the structure of f and the almost-parallel
hint of (0,h) so far).

From Equation (12) it follows that g(1) = 1 or, equivalently,

〈g,1n〉 = 1.

Theoretically, we could also incorporate such a non-homogeneous type of perfect
hint into our lattice by using the framework of [DDGR20]. However, for that we
would first have to embed our NTRU problem into a non-homogeneous LWE
problem, see [DDGR20, Section 4.1]. This would increase the lattice dimension
by one and therefore negate the effect of introducing the perfect hint 〈f ,1n〉 = 0.

As an alternative, one may try to obtain a short vector hint from the structure
of g: Applying f(1) = 0 and g(1) = 1 to Equation (27), it follows that

h(1) = 1 mod q. (30)

Combining this with the fact that for every polynomial p ∈ Zq[X]/(Xn − 1) it
holds that7

(Xn−1 + . . .+X + 1) · p ≡
(
Xn−1 + . . .+X + 1

)
p(1), (31)

we obtain

(Xn−1 +Xn−2 . . .+X + 1) · h ≡ Xn−1 +Xn−2 . . .+X + 1.

Hence, by Equation (28), the lattice LDN contains the short vector (1n,3n).
One might be tempted to incorporate this fact as a short vector hint. Unfor-

tunately, we have, however, already removed the vector (1n,3n) from our lattice,
because we intersected it with (1n,0n)⊥.

Interestingly, both the perfect hint 〈f ,1n〉 = 0 and the short vector hint
(1n,3n) therefore decrease the dimension by one by removing (1n,3n) from the
lattice. The following theorem shows, however, that the perfect hint is superior:

Theorem 7.3. The determinants of the lattices π(1n,3n) (LDN) and LDN∩(1n,0n)⊥

are given by
det
(
LDN ∩ (1n,0n)⊥

)
=
√
nqn, (32)

and

det
(
π(1n,3n) (LDN)

)
=

qn√
10n

. (33)

7 Equation (31) easily follows from the Chinese Remainder Theorem.
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Proof. Since LDN ⊂ Z2n is an integer lattice, the vector (1n,3n) ∈ LDN clearly
is primitive with respect to LDN. Hence, Equation (33) immediately follows from
Lemma 4.2.

To prove Equation (32), it suffices to show that (1n,0n) is primitive with
respect to the dual L∗DN, see Lemma 4.1. This, in turn, easily follows from the
fact that for every integer k ≥ 2 the inner product between 1

k (1n,0n) and the
lattice vector (1,0n−1, 3h) ∈ LDN (see Equation (28)) equals 1

k and thus is not
integral. ut

7.2 Record Computation Details

The idea of incorporating almost-parallel hints enables us to establish a new
record for the NTRU challenges from [Incb]. The former record holders are Ducas
and Nguyen [Inca] who managed to solve NTRU with n = 173. We went up
one challenge further and solved NTRU for n = 181 with q = 1024. These
parameters do not lie in the overstretched regime. To solve the challenge, we
implemented the approach described above. That is, we run BKZ on the lattice
LDN from Equation (28) intersected with (1n,0n)⊥ and projected orthogonally
against (0n,h). The shortest vector of the form (f, g) was found at blocksize
β = 109 after 20 core years of computations. The solution is posted at https:

//github.com/ElenaKirshanova/ntru_with_sieving.
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Blazy, Jurjen Bos, Jean-Christophe Deneuville, Arnaud Dion, Philippe
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Véron, and Gilles Zémor. Hamming quasi-cyclic (hqc), 2021. Available
at https://pqc-hqc.org/doc/hqc-specification_2021-06-06.pdf.

MS01. Alexander May and Joseph H. Silverman. Dimension reduction methods for
convolution modular lattices. In Cryptography and Lattices, International
Conference, CaLC 2001, Providence, RI, USA, March 29-30, 2001, Revised
Papers, pages 110–125, 2001.

MV10. Daniele Micciancio and Panagiotis Voulgaris. Faster exponential time al-
gorithms for the shortest vector problem. In SODA ’10, page 14681480,
2010.

NV08. Phong Q. Nguyen and Thomas Vidick. Sieve algorithms for the shortest
vector problem are practical. Journal of Mathematical Cryptology, 2(2):181–
207, 2008.

Sch87. Claus-Peter Schnorr. A hierarchy of polynomial time lattice basis reduction
algorithms. Theor. Comput. Sci., 53:201–224, 1987.

Sch03. Claus-Peter Schnorr. Lattice reduction by random sampling and birthday
methods. In Helmut Alt and Michel Habib, editors, STACS 2003, volume
2607, pages 145–156, 2003.

https://web.archive.org/web/20151229220714/https://www.securityinnovation.com/uploads/ntru-challenge-parameter-sets-and-public-keys-answers.pdf
https://web.archive.org/web/20151229220714/https://www.securityinnovation.com/uploads/ntru-challenge-parameter-sets-and-public-keys-answers.pdf
https://web.archive.org/web/20151229220714/https://www.securityinnovation.com/uploads/ntru-challenge-parameter-sets-and-public-keys-answers.pdf
https://web.archive.org/web/20160310141551/https://www.securityinnovation.com/uploads/ntru-challenge-parameter-sets-and-public-keys-new.pdf
https://web.archive.org/web/20160310141551/https://www.securityinnovation.com/uploads/ntru-challenge-parameter-sets-and-public-keys-new.pdf
https://web.archive.org/web/20160310141551/https://www.securityinnovation.com/uploads/ntru-challenge-parameter-sets-and-public-keys-new.pdf
https://pqc-hqc.org/doc/hqc-specification_2021-06-06.pdf

	New NTRU Records with Improved Lattice Bases 

