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#### Abstract

For standard LWE samples $(\mathbf{A}, \mathbf{b}=\mathbf{s A}+\mathbf{e}), \mathbf{A}$ is typically uniformly over $\mathbb{Z}_{q}^{n \times m}$, and under the LWE assumption, the conditional distribution of $\mathbf{s}$ given $\mathbf{b}$ and $\mathbf{s}$ should be consistent. However, when $\mathbf{A}$ is chosen by an adversary, the gap between the two may be larger. In this work, we are mainly interested in quantifying $\tilde{H}_{\infty}(\mathbf{s} \mid \mathbf{s A}+\mathbf{e})$, while $\mathbf{A}$ is chosen by an adversary. Brakerski and Döttling answered the question in one case : they proved that when $s$ is uniformly chosen from $\mathbb{Z}_{q}^{n}$, it holds that $\tilde{H}_{\infty}(\mathbf{s} \mid \mathbf{s} \mathbf{A}+\mathbf{e}) \propto \rho_{\sigma}\left(\Lambda_{q}(\mathbf{A})\right)$. We prove that for any $d<q$ and $\mathbf{s}$ is uniformly chosen from $\mathbb{Z}_{d}^{n}$, the above result still holds. In addition, as an independent result, we have also proved the regularity of the hash function mapped to the prime-order group and its Cartesian product. As an application of the above results, we improved the multi-key fully homomorphic encryption [14] and answered the question raised at the end of their work in positive way : we have GSW type ciphertext rather than Dual-GSW, and the improved scheme has shorter keys and ciphertexts
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## 1 Introduction

In the real world, hardware devices that host cryptographic algorithms expose additional information to the external environment during operation, such as noise, temperature, execution time, electromagnetic radiation, and so on. If these features can be captured more accurately, then the intermediate state of algorithm or private key may no longer be perfectly private.

In response to this attack model, the cryptographic community has reevaluated the "black-box" adversary model and above adversary model with auxiliary inputs(noise, power, time, temperature etc.), and proposed a series of corresponding solutions : such as [16] [22] [1] [27]. This line of work became known as "leakage-resilient cryptography", for more details, please refer to "Survey of Leakage-Resilient Cryptography [29]"

Passive Leakage Caused by Physical Devices : If we assume that our level of manufacturing technology can create such a set of cryptographic hardware: any algorithm running on it will not emit any sound, detect no radiation, and give output at a constant time, then the above leaks will not exist. Informally, we refer to such leaks that exist in the real world but not in the ideal world as "passive leaks" (caused by the real physical world, but not related to encryption, signing, computing tasks etc.). Next, we introduce another type of leakage which is different from "passive leakage", we call it "active leakage".

Active Leakage in Decentralization : In the era of massive data, it has become a trend for multiple companies and service providers to cooperate to provide data and train better parameters and models, such as Federated learning [30], privacy-preserving data mining [11].

Private information retrieval(PIR) [19], Secure multi-party computing(MPC) [40], Threshold fully homomorphic encryption(Th-FHE) and Multi-key fully homomorphic encryption(MKFHE) [31] provide technical support for the above applications. Depending on the assumptions, the above techniques can be divided into two categories : the first with setup (trusted third party, common reference string(CRS)), and the second without setup (plain model).

Compared with the schemes or protocols under the plain model, those schemes that introduce trusted third party or CRS are much simpler and more efficient, especially in the initialization phase. However, some people believe that introducing such assumptions seems like cheating (Since there is such a trusted third party, why not put everyone's data in his hands, and then return the results to all parties?), so building cryptographic primitives under the plain model has also become a demand for some people.

The key issue here is that for the initialization of MPC, Th-FHE or MKFHE protocols, such as key generation, often rely on some common parameters. If these parameters come from a trusted third party, their regularity can be guaranteed, otherwise, the protocol initialization is often an interactive process that may involve data provided by other users (who may be adversaries), and the regularity of the data cannot be guaranteed, which may lead to the leakage of user privacy. We call this kind of leakage caused by the protocol itself "active leakage".

For example, In the MKFHE scheme [14], parties need to multiply his own private key s with A generated by other party, and make sA public in order to support "ciphertext expansion". In the oblivious transfer protocol [12], the first round message $\mathbf{y}=\mathbf{t} \mathbf{A}+\mathbf{e}$ of sender is composed of its own secret $\mathbf{t}$ multiplied by A generated by the receiver plus a small disturbance. Similarly, the unbounded MPC protocol [5] also needs to make the class LWE sample $\mathbf{y}=\mathbf{s A}+\mathbf{e}$ public, where $\mathbf{A}$ is generated by the adversary.

Apart from the different reasons for active leakage and passive leakage mentioned above (one is caused by the physical world and the other is caused by the protocol itself), there are also great differences in the way of leakage. There are many known side-channel attacks, including timing analysis
attacks, power consumption attacks, electromagnetic analysis attacks, and optical analysis attacks etc. Therefore, designing cryptographic primitives that are resistant to a specific type of leakage may not be very meaningful. Thus, the formalization of leakage-resilient primitives do not care about specific attack methods, but the private key(eg, the conditional min-entropy of the key is sufficient).

However, the situation is different for active leakage. As far as we know, the ways of active leakage are very limited, especially in the context of decentralized applications based on lattices. Therefore, it is necessary to study some "mainstream" or "common" active leakage and reasonably quantify them. Next, we will introduce specific examples and motivations.

Remark : We have to admit that CRS has always been a dark cloud over secure multi-party computing, and how to weaken it has always been a research hotspot. Recently, the work [3] has proposed an alternative approach: instead of removing it, they proposed the concept of accountability of CRS, that is, the generator of CRS should be responsible for its randomness, otherwise, the challenging party can provide a publicly verifiable proof that certifies the authority's misbehavior. We believe this could be an effective means of balancing authority.

### 1.1 Motivation

In MKFHE scheme [14], in order to support subsequent ciphtertext expansion, the active leakage was $\mathbf{b}=\mathbf{s} \mathbf{A}_{i}$. Assuming there were $k$ parties, each one need to multiply their own private key $\mathbf{s}$ by the public keys $\left\{\mathbf{A}_{i}\right\}_{i \in[k-1]}$ of other $k-1$ parties and make $\left\{\mathbf{b}_{i}=\mathbf{s} \mathbf{A}_{i}\right\}_{k-1}$ public. In order to quantify the effective bits of $\mathbf{s} \in\{0,1\}^{m}$ after disclosing $\left\{\mathbf{b}_{i}=\mathbf{s} \mathbf{A}_{i}\right\}_{k-1}$, it estimated the leakage in the worst case : Assuming $\mathbf{b} \in \mathbb{Z}_{q}^{n}$, then $\left\{\mathbf{b}_{i}=\mathbf{s} \mathbf{A}_{i}\right\}_{k-1}$ leaked $(k-1) n \log q$ bits of $\mathbf{s}$. According to the proof method in [14], based on the Leftover Hash Lemma(LHL), in order to make the statistical distance between ciphertext and uniform distribution less than $\frac{1}{2^{\kappa}}, m$ should be at least $m-(k-1) n \log q \geq$ $\log q+2 \kappa$.

In [12], it applied another active leakage model $\mathbf{s} \mid \mathbf{b}=\mathbf{s} \mathbf{A}+\mathbf{e}$, in order to resist a semi-malicious adversary, under the assumption that $\Lambda_{q}(\mathbf{A})$ contained $n / 2$ short vector, it proved that $\tilde{H}_{\infty}(\mathbf{s} \mid \mathbf{s} \mathbf{A}+\mathbf{e}) \geq-\log \left(\frac{1}{\rho_{\sigma}\left(\Lambda_{q}(\mathbf{A})\right)}+2^{-m}\right)$. We believe that $\mathbf{s} \mid \mathbf{s A}+\mathbf{e}$ is a better active leakage model compared to $\mathbf{s} \mid \mathbf{s A}$, because $\tilde{H}_{\infty}(\mathbf{s} \mid \mathbf{s A}+\mathbf{e})$ establishes a relationship with $\Lambda_{q}(\mathbf{A})$, and its loss ratio is $O\left(\frac{1}{\log q}\right)$, while the latter is $O\left(\frac{1}{n}\right)$. Based on this [12] constructed the first postquantum secure oblivious transfer protocol under plain model that can resist malicious receivers.

So far, we have seen two active leakage model, $\mathbf{s} \mid \mathbf{s A}$ and $\mathbf{s} \mid \mathbf{s A}+\mathbf{e}$. The former quantifies the conditional entropy of $\mathbf{s} \in\{0,1\}^{*}$ in a more rudimentary way, while the latter characterizes $\tilde{H}_{\infty}(\mathbf{s} \mid \mathbf{s} \mathbf{A}+\mathbf{e})$ based on the properties of
lattices, but is limited to $\mathbf{s} \leftarrow \mathbb{Z}_{q}^{n}$. We are interested in whether there is a similar result for any $d \leq q, \mathbf{s} \leftarrow \mathbb{Z}_{d}^{n}$, such as $\tilde{H}_{\infty}(\mathbf{s} \mid \mathbf{s} \mathbf{A}+\mathbf{e}) \geq-\log \left(\frac{1}{\rho_{\sigma}\left(\Lambda_{q}(\mathbf{A})\right)}+2^{-m}\right)$.

Such a requirement is not groundless. In the LWE-like sample $\mathbf{s A}+\mathbf{e}$, it is sometimes convenient and necessary to bound the norm of $\mathbf{s}$. For example, in order to support bootstrapping in FHE, it is necessary to encrypt the private key $\mathbf{s}$. If $\mathbf{s}$ is uniformly distributed over $\mathbb{Z}_{q}$, how can it be filled into the plaintext space? Therefore, [6] gave a reduction from the LWE problem with keys taken from Gaussian distribution to the standard LWE problem. Furthermore, [25] proved that Regev's encryption scheme was leakage-resilient when private key $\mathbf{s}$ is taken from a small uniform range( [25] only gave a reduction for $\mathbf{s} \in\{0,1\}^{*}$ in the original text, but the result holds for all sufficiently small s). In addition, [5] uses the result of [12] to resist semi-malicious adversaries, but in their scheme, $\mathbf{s}$ is taken from a Gaussian distribution (without proof).

Therefore, if the corresponding $\tilde{H}_{\infty}(\mathbf{s} \mid \mathbf{s} \mathbf{A}+\mathbf{e})$ can be characterized for any $d \leq q, \mathbf{s} \in \mathbb{Z}_{d}^{n}$, we believe that this result can be applied in many ways. Specifically, based on this result, we optimized the MKFHE, resulting in shorter keys and smaller ciphertexts. We introduce our results in the following section.

### 1.2 Our Results

We proved a more general version of Lemma 3.2 in [12] (Lemma 3.2 is a special case of our theorem): for any $d \in \mathbb{Z}_{q}, \mathbf{s} \leftarrow \mathbb{Z}_{d}^{n}$, there exists a lower bound for $\tilde{H}_{\infty}(\mathbf{s} \mid \mathbf{s A}+\mathbf{e} \bmod q)$, informally:

Theorem 1. Let $\mathbf{A} \in \frac{q}{d} \mathbb{Z}_{d}^{n \times m}, m=O(n \log d)$ and a parameter $0<\sigma<\frac{q}{\sqrt{m}}$. Let $\mathbf{s} \leftarrow \mathbb{Z}_{d}^{n}$ and $\mathbf{e} \leftarrow \mathcal{D}_{\frac{q}{d} \mathbb{Z}^{m}, \sigma^{\prime}}$ then it holds that :

$$
\tilde{H}_{\infty}(\mathbf{s} \mid \mathbf{s A}+\mathbf{e} \quad \bmod q) \geq-\log \left(\frac{1}{\rho_{\sigma}\left(\Lambda_{q}(\mathbf{A})\right)}+2^{-m}\right)
$$

Clearly, when $d=q$, the above theorem degenerates to Lemma 3.2. In addition, as an independent result, to prove the security of our improved scheme, we also proved the regularity of the universal hash function mapped to a prime order group and its Cartesian product.

Lemma 1 Let $G$ be a finite Abelian group with $|G|=q$ be a prime, $m, d$ be integers, $d \leq q$. For any $g_{1}, \cdots, g_{m} \in G$, consider $\Delta\left(\sum_{i \in[m]} b_{i} g_{i}, u\right)$, where $b_{i} \leftarrow \mathbb{Z}_{d}, u \leftarrow G$. For uniformly chosen $g_{1}, \cdots, g_{m} \in G$, the statistical distance is expected to be at most $\frac{1}{2} \sqrt{\frac{q}{d^{m}}}$, in particular, the probability that the statistical distance exceeds $\left(\frac{q}{d^{m}}\right)^{\frac{1}{4}}$ does not exceed $\left(\frac{q}{d^{m}}\right)^{\frac{1}{4}}$

Corollary 1 Let $G_{1} \times G_{2} \cdots \times G_{k}$ be the Cartesian product of finite Abelian groups $\left\{G_{i}\right\}_{i \in[k]}$, where $\left|G_{i}\right|=q_{i}$ be primes, $q_{\text {min }}=\min \left\{q_{i}\right\}_{i \in[k]}, m$ be an integer, $\left\{\mathbf{g}_{t}=\right.$ $\left.\left(g_{i, 1}, \cdots g_{t, k}\right) \in G_{1} \times G_{2} \cdots \times G_{k}\right\}_{t \in[m]} . \operatorname{Consider} \Delta\left(\left(\sum_{t \in[m]} b_{t} g_{t, 1}, \cdots, \sum_{t \in[m]} b_{t} g_{t, k}\right), \mathbf{u}\right)$,
where $b_{i} \leftarrow \mathbb{Z}_{q_{\text {min }}} \mathbf{u} \leftarrow\left(G_{1} \times G_{2} \cdots \times G_{k}\right)$. For uniformly chosen $\left\{\mathbf{g}_{t}\right\}_{t \in[m]}$ the statistical distance is expected to be at most $\left(\prod_{i=1}^{k} q_{i} / q_{\min }^{m}\right)^{\frac{1}{2}}$, in particular, the probability that the statistical distance exceeds $\left(\prod_{i=1}^{k} q_{i} / q_{\min }^{m}\right)^{\frac{1}{4}}$ does not exceed $\left(\prod_{i=1}^{k} q_{i} / q_{\min }^{m}\right)^{\frac{1}{4}}$.

As an application of the above two result, we optimized the MKFHE scheme in [14]. It must be pointed out that [14] seems to be becoming a cornerstone, which is increasingly used in the construction of more complex protocols, especially in the MPC protocol with the optimal number of rounds. Such as [9] based on [14] constructed a three-round protocol in the simultaneous message exchange model with rushing adversaries, that achieves sub-exponential concurrent super-polynomial simulation (SPS) security for secure multi-party computation for any efficiently computable function, in which all parties can receive output. Based on [14], [10] constructed a secure threshold multi-key FHE scheme for the class of access structures $\{0,1\}$-LSSSD. The work [26], based on [14], constructed a MPC while dose not require the parties to be online simultaneously or interact with each other. As the main building block [14] used in [8] to construct a maliciously circuit-private MKFHE scheme.

Therefore, the above applications should all benefit from our improved scheme. In particular, combined with the proof trick of [25] for the LWE variant of binary keys, we answer the question posed at the end of [14] in positive form: the ciphertext of our improved scheme is GSW-like constructed, instead of Dual GSW. In addition, compared with [14], our ciphertext and key are shorter, Table 1 lists the complexity comparison of the improved scheme:

Table 1. Complexity

| Scheme | Key size | Ciphertext size |
| :---: | :---: | :---: |
| [14] | $O\left(k n^{2} \log ^{2} q\right)$ | $O\left(k^{2} n^{2} \log ^{4} q\right)$ |
| our scheme | $O\left(n^{2} \log ^{2} d\right)$ | $O\left(n^{2} \log (d q) \log d\right)$ |

$k, n, q$ denotes number of parties, LWE dimension, modulus respectively. $d$ is defined in our scheme with $d=q / \operatorname{poly}(\lambda)$

Remark : It must be pointed out that compared with [14], we introduce stronger assumptions. Under the semi-malicious adversary, we require the lattice $\Lambda_{q}(\mathbf{A})$ to contain enough short vectors, and the former has no restriction on $\mathbf{A}$, so the complexity of their scheme is related to $k$.

### 1.3 Technic overview :

According to the definition of average conditional Min-entropy:

$$
\tilde{H}_{\infty}(X \mid E)=-\log \left(\mathbb{E}\left[\max _{x} \operatorname{Pr}[X \mid E=e]\right]\right.
$$

that is, for a given $\mathbf{y}=\mathbf{s} \mathbf{A}+\mathbf{e}, \tilde{H}_{\infty}(\mathbf{s} \mid \mathbf{s} \mathbf{A}+\mathbf{e})$ is determined by the $\mathbf{s}^{*}$ that maximizes the conditional probability $\operatorname{Pr}\left(\mathbf{s}=\mathbf{s}^{*} \mid \mathbf{y}=\mathbf{s A}+\mathbf{e}\right)$. According to
the proof of Lemma 3.2 in [12], $\operatorname{Pr}\left(\mathbf{s}=\mathbf{s}^{*} \mid \mathbf{y}=\mathbf{s A}+\mathbf{e}\right) \propto \operatorname{Pr}\left(\mathbf{e}=\mathbf{y}-\mathbf{s}^{*} \mathbf{A}\right)$, that is, $\operatorname{Pr}\left(\mathbf{s}=\mathbf{s}^{*} \mid \mathbf{y}=\mathbf{s A}+\mathbf{e}\right)$ gets the maximum, if and only if $\mathbf{s}^{*} \mathbf{A}$ is the lattice point closest to $\mathbf{y}$, that is, the error term e must fall in the Voronoï cell $V$. But when $\mathbf{s}$ is limited to a small range, the above conclusion does not necessarily hold. Let $d<q$ be an integer :

$$
S=\left\{\mathbf{x} \in \mathbb{Z}^{m}, \mathbf{x}=\mathbf{s A} \quad \bmod q, \mathbf{s} \in \mathbb{Z}_{d}^{n}\right\}
$$

obviously $S$ is a subset of q-array $\Lambda_{q}(\mathbf{A})=\left\{\mathbf{x} \in \mathbb{Z}^{m}, \mathbf{x}=\mathbf{s} \mathbf{A} \bmod q, \mathbf{s} \in \mathbb{Z}_{q}^{n}\right\}$ (not necessarily a sub-lattice, it may not be closed). For any given $\mathbf{y}=\mathbf{s A}+\mathbf{e}$, where $\mathbf{s} \leftarrow \mathbb{Z}_{d}^{n}, \mathbf{e} \leftarrow \mathcal{D}_{\mathbb{Z}^{m}, \sigma}$, by Bayes Rule, it holds that $\operatorname{Pr}\left(\mathbf{s}=\mathbf{s}^{*} \mid \mathbf{y}=\mathbf{s A}+\mathbf{e}\right) \propto$ $\operatorname{Pr}\left(\mathbf{e}=\mathbf{y}-\mathbf{s}^{*} \mathbf{A}\right)$. Now, we need to find a lattice point on $S$ that is closest to $\mathbf{y}$. There are two possible cases :

- The nearest lattice point to $\mathbf{y}$ on $S$ is the same as the nearest lattice point to $\mathbf{y}$ on the $\Lambda_{q}(\mathbf{A})$.
- These two points are different

As shown in Figure1, we interpret it in two-dimensional lattice:


Fig. 1. Red points are in $S$. Possible cases of the nearest point to $\mathbf{y}$. The left panel shows that the closest point to $\mathbf{y}$ is on $S$, but the right panel shows that the closest point to $\mathbf{y}$ is clearly not on $S$

Obviously, in the second case, $\mathbf{y}$ falls outside the Voronoï cell of $\mathbf{s}^{*} \mathbf{A}, \mathbf{e} \notin V$. Therefore, we cannot use Lemma3. 2 in [12] to get the $\tilde{H}_{\infty}(\mathbf{s A}+\mathbf{e} \bmod q)$ low bound. The point is that $\mathbf{s A} \bmod q$ doesn't necessarily traverse all the lattice points when limiting $\mathbf{s}$ to a small range. If $\forall \mathbf{s} \in \mathbb{Z}_{d}^{n}, S=\left\{\mathbf{x} \in \mathbb{Z}^{m}, \mathbf{x}=\mathbf{s A}\right.$ $\left.\bmod q, \mathbf{s} \in \mathbb{Z}_{d}^{n}\right\}$ be a lattice, then a similar conclusion can be obtained from Lemma3.2.

We found that as $\mathbf{A} \in \frac{q}{d} \mathbb{Z}^{n \times m}, \Lambda_{d}(\mathbf{A})=\left\{\mathbf{x} \in \frac{q}{d} \mathbb{Z}^{m}, \mathbf{x}=\mathbf{s} \mathbf{A} \bmod q, \mathbf{s} \in \mathbb{Z}_{d}^{n}\right\}$ also be a lattice, similar to $\Lambda_{q}(\mathbf{A})\left(\mathbf{A} \in \mathbb{Z}^{n \times m}\right)$ being a $q$-array lattice defined over $\mathbb{Z}^{m}, \Lambda_{d}(\mathbf{A})\left(\mathbf{A} \in \frac{q}{d} \mathbb{Z}^{n \times m}\right)$ being an d-array lattice defined over $\frac{q}{d} \mathbb{Z}^{m}$.

The improvement on MKFHE scheme [14] requires us to show that $\mathbf{s A}+\mathbf{e}$ is still pseudorandom when $\mathbf{s}$ is lossy, where $\mathbf{s} \leftarrow \mathbb{Z}_{d}^{n}$, $\mathbf{A} \leftarrow \frac{q}{d} \mathbb{Z}_{d}^{n \times m}, \mathbf{e} \leftarrow$ $\mathcal{D}_{{ }_{q} \mathbb{Z}^{m}, \sigma^{*}}$. Here, we borrow the proof techniques in [30] from binary LWE samples to low-dimensional standard LWE samples. Let $\mathbf{A}=\mathbf{B C}+\mathbf{E}$, where $\mathbf{B} \leftarrow$ ${ }_{d}^{q} \mathbb{Z}^{n \times l}, \mathbf{C} \leftarrow \mathbb{Z}_{d}^{l \times m}, \mathbf{E} \leftarrow \mathcal{D}_{\frac{q}{d} \mathbb{Z}, \sigma^{\prime}}^{n \times m}$, it holds that :

$$
\mathbf{s A}+\mathbf{e}=\mathbf{s}(\mathbf{B C}+\mathbf{E})+\mathbf{e}=\mathbf{s B C}+\mathbf{s E}+\mathbf{e}
$$

By Leftover hash lemma, as long as it is shown that the hash function determined by $\mathbf{B}$ is universal and $\mathbf{s}$ has sufficient conditional entropy, then it holds that $(\mathbf{B}, \mathbf{s B}) \approx(\mathbf{B}, \mathbf{u})$. In general, when $\mathbf{s} \in\{0,1\}^{n}$, for a uniformly selected $\mathbf{B}$ from $G^{n \times l}(G$ is a general finite Abelian group), the hash function determined by it is usually universal. But when $\mathbf{s} \in \mathbb{Z}_{d}^{n}$, the regularity of the hash function mapped to the general finite Abelian group cannot be guaranteed(there is a zero divisor). But when $G$ is isomorphic to prime order group, the above hash functions are also universal.

Let $\mathbf{t}=\mathbf{s \mathbf { B }}$, then $\mathbf{s A}+\mathbf{e}=\mathbf{t} \mathbf{C}+\mathbf{s E}+\mathbf{e}$, where $\mathbf{t} \mathbf{C}+\mathbf{e}$ are $l$ dimension LWE sample. We can consider $\mathbf{t C}+\mathbf{s E}+\mathbf{e}$ as the ciphertext of the dual-Regev encryption scheme, where the public key, private key and plaintext are ( $\mathbf{B}, \mathbf{t}$ ), $\mathbf{s}, \mathbf{s E}$ respectively, that is, the encrypted data is related to the private key. If it is assumed that dual-Regev encryption scheme is Circular Security, then $\mathbf{t C}+\mathbf{s E}+\mathbf{e}$ should be computationally indistinguishable from the uniform distribution(The Circular Security should be a widely accepted assumption, which is used in FHE and key switch). Therefore, we can still use the GSW type to construct MKFHE, which is similar to [14], but the encoding of the plaintext is different. Note that our ciphertext $\mathbf{C} \in \frac{q}{d} \mathbb{Z}_{d}^{n \times m}$. We introduce the encoding and correctness of homomorphic evaluation in Section6.3.

## 2 Preliminaries

### 2.1 Notation:

Let $\operatorname{neg}(\lambda)$ be a negligible function parameterized by $\lambda$. Vectors are represented by lowercase bold letters such as $\mathbf{v}$, unless otherwise specified. Vectors are row vectors by default, and matrices are represented by uppercase bold letters such as $\mathbf{M}$. Let $k$ be an integer, $[k]$ be the set of integers $\{1, \cdots, k\}$. If $X$ is a distribution, then $a \leftarrow X$ denotes that value $a$ is chosen according to the distribution $X$, or a finite set, then $a \leftarrow X$ denotes that the value of $a$ is uniformly sampled from $X$. For two distribution $X, Y$, we use $X \approx_{s} Y$ to represent $X$ and $Y$ are statistically indistinguishable, where $X \approx_{c} Y$ are computationally indistinguishable.

Gadget decomposition over $\mathbb{Z}+\frac{1}{d} \mathbb{Z}$ : In order to decompose elements in $\mathbb{Z}_{q}$ into binary, we review the Gadget matrix [32] [2] here. Let $\mathbf{G}^{-1}(\cdot)$ be the computable function that for any $\mathbf{M} \in \mathbb{Z}_{q}^{m \times n}$, it holds that $\mathbf{G}^{-1}(\mathbf{M}) \in\{0,1\}^{m l \times n}$, where $l=\lceil\log q\rceil$. Let $\mathbf{g}=\left(1,2, \ldots, 2^{l-1}\right) \in \mathbb{Z}_{q}^{l}, \mathbf{G}=\mathbf{I}_{m} \otimes \mathbf{g} \in \mathbb{Z}_{q}^{m \times m l}$, it satisfies $\mathbf{G G}^{-1}(\mathbf{M})=\mathbf{M}$.

Now, we consider decomposing the elements on $\mathbb{Z}_{q}+\frac{1}{d} \mathbb{Z}_{d}$ into binary. Let $\mathbf{g}=\left(2^{l_{1}-1}, 2^{l_{1}-2}, \cdots, 1, \frac{1}{d}, \frac{2}{d}, \cdots, \frac{2^{l_{2}-1}}{d}\right)$ where $l_{1}=\lceil\log q\rceil, l_{2}=\lceil\log d\rceil$. For any $a \in \mathbb{Z}_{q}+\frac{1}{d} \mathbb{Z}_{d}$, let $a=a_{0}+\frac{a_{1}}{d}\left(a_{0} \in \mathbb{Z}_{q}, a_{1} \in \mathbb{Z}_{d}\right)$, define $\mathbf{g}^{-1}(a)=\{0,1\}^{l_{1}+l_{2}}$ be the decomposition of $a_{0}$ and $a_{1}$. It holds that for any $a \in \mathbb{Z}_{q}+\frac{1}{d} \mathbb{Z}_{d}, \mathbf{g}$. $\mathbf{g}^{-1}(a)=a$. Further, for $\mathbf{M} \in\left(\mathbb{Z}_{q}+\frac{1}{d} \mathbb{Z}_{d}\right)^{m \times n}$, let $\mathbf{G}=\mathbf{I}_{m} \otimes \mathbf{g}$, it holds that $\mathbf{G}^{-1}(\mathbf{M}) \in\{0,1\}^{m\left(l_{1}+l_{2}\right) \times n}, \mathbf{G G}^{-1}(\mathbf{M})=\mathbf{M}$.

### 2.2 Some background in probability

Definition 1 A distribution ensemble $\left\{\mathcal{D}_{n}\right\}_{n \in[N]}$ supported over integer, is called $B$-bounded if:

$$
\operatorname{Pr}_{e \leftarrow \mathcal{D}_{n}}[|e|>B]=\operatorname{negl}(n) .
$$

Lemma 2 (Smudging lemma [7]) Let $B_{1}=B_{1}(\lambda)$, and $B_{2}=B_{2}(\lambda)$ be positive integers and let $e_{1} \in\left[-B_{1}, B_{1}\right]$ be a fixed integer, let $e_{2} \in\left[-B_{2}, B_{2}\right]$ be chosen uniformly at random, Then the distribution of $e_{2}$ is statistically indistinguishable from that of $e_{2}+e_{1}$ as long as $B_{1} / B_{2}=\operatorname{negl}(\lambda)$.

Average Conditional Min-Entropy(adapted from [12]) Let $X$ be a randomvariable supported on a finite set $\mathcal{X}$, and let $Z$ be a random variable supported on a finite set $\mathcal{Z}$. The average-conditional min-entropy $\tilde{H}_{\infty}(X \mid Z)$ of $X$ given $Z$ is defined as:

$$
\tilde{H}_{\infty}(X \mid Z)=-\log \left(E_{z}\left[\max _{x \in \mathcal{X}} \operatorname{Pr}[X=x \mid Z=z]\right]\right)
$$

### 2.3 Universal hash function and Leftover hash lemma

The content of this subsection is mainly derived from [37] and [38]
Definition 2 Let the seed $U_{d}$ be uniformly distributed on $\{0,1\}^{d}$. We say that a function Ext : $\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ is a $(k, \epsilon)($ strong $)$ extrator if, fora all random variables $X$ on $\{0,1\}^{n}$ independent of $U_{d}$ with $\tilde{H}_{\infty}(X) \geq k$,

$$
\left.\left(\operatorname{Ext}\left(X, U_{d}\right), U_{d}\right) \approx\right)_{\epsilon}\left(U_{m}, U_{d}\right)
$$

where $U_{m}$ is uniformly distributed on $\{0,1\}^{m}$ independent of $X$ and $U_{d}$.

Definition 3 A keyed hash function or, equivalently, a family $\mathcal{H}$ of hash functions of size $2^{d}$ from $\{0,1\}^{n}$ to $\{0,1\}^{m}$ is called universal if, for every $x, y \in\{0,1\}^{n}$ with $x \neq y$,

$$
\operatorname{Pr}_{h \in \mathcal{H}}[h(x)=h(y)] \leq 2^{-m}
$$

Theorem 1 ((Leftover Hash Lemma(LHL) [28])) Let X be a random variable with universe $U$ and $H_{\infty}(X) \geq k$. Fix $\epsilon>0$. Let $\mathcal{H}$ be the universe hash family of size $2^{d}$ with output length $m=k-2 \log \left(\frac{1}{\epsilon}\right)$. Define

$$
\operatorname{Ext}(x, h)=h(x)
$$

Then Ext is a strong $\left(k, \frac{\epsilon}{2}\right)$ extractor with seed length $d$ and output length $m$.
The leftover hash lemma simply states that a universal hash family gives an extractor. The seed is used to choose a hash function and the output is simply the hash of the input. In above theorem $m=k-\log \left(\frac{1}{\epsilon}\right)$ can be understood as the min-entropy in the output of this extractor decreasing from $k$ to $m$. Xagawa [39] gives the following more easily applicable version

Lemma 3 (Lemma 4.2.3 in [39]) Let $\mathcal{H}_{k}=\left\{h_{k}: k \in K\right\}$ be a universal hash function defined over finite set $K, D, T$ :

$$
\begin{aligned}
h_{k}: \quad D & \rightarrow T \\
x & \mapsto h_{k}(x)
\end{aligned}
$$

where $x$ is a random variable defined over $D$ and independent from $k$. It holds that:

$$
\Delta\left(\left(U, h_{k}(x)\right),(U, V)\right) \leq 2^{-\frac{1}{2}\left(\tilde{H}_{\infty}(x)-\log |T|+2\right)}
$$

where $U$ and $V$ are uniform random variable defined over $K$ and $T$.
The following lemma shows the regularity of the hash function mapping from $\{0,1\}^{m}$ to general finite Abelian group $G$ :

Lemma 4 ([36], Claim 5.3) Let $G$ be a finite Abelian group, $Q=|G|, m$ be integers. For any $g_{1}, \cdots, g_{m} \in G$, consider $\Delta\left(\sum_{i \in[m]} b_{i} g_{i}, u\right)$, where $b_{i} \leftarrow\{0,1\}$, $u \leftarrow G$. For uniformly chosen $g_{1}, \cdots, g_{m} \in G$, the statistical distance expectation is at most $\left(Q / 2^{m}\right)^{\frac{1}{2}}$. In particular, the probability that the statistical distance exceeds $\left(Q / 2^{m}\right)^{\frac{1}{4}}$ does not exceed $\left(Q / 2^{m}\right)^{\frac{1}{4}}$.

### 2.4 Some conclusions on the lattice

Theorem 2 Let $\Lambda$ be a lattice, $V$ be the Voronoï cell of $\Lambda, \mathbf{t}, \mathbf{t}^{\prime}$ are two vectors in $\operatorname{span}(\Lambda)$, then the following three statements are equivalent:

1. $\mathbf{t}$ is the shortest vector in $\mathbf{t}+\Lambda$
2. $\mathbf{t} \in(\mathbf{t}+\Lambda) \bigcap V$
3. $\mathbf{v}=\mathbf{t}-\mathbf{t}^{\prime} \in \Lambda$ is the nearest lattice point to $\mathbf{t}$.

Definition 4 Let $\rho_{\sigma}(\mathbf{x})=\exp \left(-\pi\|\mathbf{x} / \sigma\|^{2}\right)$ be a Gaussian function scaled by a factor of $\sigma>0$. Let $\Lambda \subset \mathbb{R}^{m}$ be a lattice, and $\mathbf{c} \in \mathbb{R}^{m}$. The discrete Gaussian distribution $D_{\Lambda+\mathbf{c}, \sigma}$ with support $\Lambda+\mathbf{c}$ is defined as :

$$
D_{\Lambda+\mathbf{c}, \sigma}(\mathbf{x})=\frac{\rho_{\sigma}(\mathbf{x})}{\rho_{\sigma}(\Lambda+\mathbf{x})}
$$

Lemma 5 (in [12]) Let $\Lambda \subseteq \Lambda_{0} \subseteq \mathbb{R}^{m}$ be full rank lattices and let $T \subseteq \Lambda_{0}$ be a system of coset representatives of $\Lambda_{0} / \Lambda$, i,e. we can write every $\mathbf{x} \in \Lambda_{0}$ as $\mathbf{x}=\mathbf{t}+\mathbf{z}$ for unique $\mathbf{t} \in \Lambda$. Then it holds for any parameter $\sigma>0$ that

$$
\frac{\rho_{\sigma}(T)}{\rho_{\sigma}\left(\Lambda_{0}\right)} \leq \frac{1}{\rho_{\sigma}(\Lambda)}
$$

Lemma 6 (in [12]) Let $\Lambda \in \mathbb{R}^{m}, \sigma>0$ and $\gamma>0$ be such that $\Lambda \bigcap \gamma \mathcal{B}$ contains at least $k$ linearly independent vectors. Then it holds that $\rho_{\sigma}(\Lambda) \geq(\sigma / \gamma)^{k}$.

Theorem 3 (in [12]) For any lattice $\Lambda \in \mathbb{R}^{m}$, parameter $\sigma>0$ and $u \geq \frac{1}{\sqrt{2 \pi}}$ it holds that

$$
\rho_{\sigma}(\Lambda \backslash u \sigma \sqrt{m} \mathcal{B}) \leq 2^{-\mathcal{c}_{u} \cdot m} \cdot \rho_{\sigma}(\Lambda)
$$

where $c_{u}=-\log \left(\sqrt{2 \pi e} u \cdot e^{-\pi u^{2}}\right)$.
Setting $\Lambda=\mathbb{Z}^{m}$ and $u=1$ in Theorem 3 we obtain the following corollary.
Corollary 2 Let $\sigma>0$ and $\mathbf{x} \leftarrow \mathcal{D}_{\mathbb{Z}^{m}, \sigma}$. Then it holds that $\|\mathbf{x}\| \leq \sigma \cdot \sqrt{m}$, except with probability $2^{-m}$.

### 2.5 Learning with Errors

The Learning With Errors(LWE) problem was introduced by Regev [36], in general, we are primarily interested in its decision version.
Definition 5 (Decision-LWE) For $n, m, q \in \mathbb{N}$ and for a distribution $\chi$ supported over $\mathbb{Z}$, the $D L W E_{n, m, q, \chi}$ is to distinguish the following distribution :
$-\mathcal{D}_{0}$ : the jointly distribution $(\mathbf{A}, \mathbf{z}) \in\left(\mathbb{Z}_{q}^{n \times m} \times \mathbb{Z}_{q}^{m}\right)$ is sampled by $\mathbf{A} \leftarrow \mathbb{Z}_{q}^{n \times m}, \mathbf{z} \leftarrow$ $\mathbb{Z}_{q}^{m}$.

- $\mathcal{D}_{1}$ : the jointly distribution $(\mathbf{A}, \mathbf{b}) \in\left(\mathbb{Z}_{q}^{n \times m} \times \mathbb{Z}_{q}^{m}\right)$ is computed by $\mathbf{A} \leftarrow \mathbb{Z}_{q}^{n \times m}$, $\mathbf{b}=\mathbf{s A}+\mathbf{e}$ where $\mathbf{s} \leftarrow \mathbb{Z}_{q}^{n}, \mathbf{e} \leftarrow \chi^{m}$.

It is often consider the hardness of solving $\operatorname{DLWE}_{n, m, q, \chi}$ for any $m=\operatorname{poly}(n \log q)$. The matrix version of this problem ask to distinguish $(\mathbf{A}, \mathbf{S A}+\mathbf{E})$ from (A,U) where $\mathbf{S} \leftarrow \mathbb{Z}_{q}^{k \times m}, \mathbf{E} \leftarrow \chi^{k \times m}$ and $\mathbf{U} \leftarrow \mathbb{Z}_{q}^{k \times m}$, whose hardness for any $k=$ $\operatorname{poly}(n)$ can be established from DLWE $_{n, m, q, \chi}$ via a routine hybrid-argument.

As shown in Regev [36], for certain module $q$ and Gaussian error distribution $\chi$ with parameter $\sigma=\alpha q \geq 2 \sqrt{n}$, the DLWE $_{n, m, q, \chi}$ is true as long as certain worst case lattice problem is hard to solve using a quantum algorithm.

### 2.6 Road-map

In section3, we proved the regularity of the hash function defined on the prime order group and its Cartesian product. This result will be used in the security proof of our scheme. In section, we proved a more general result for $\tilde{H}_{\infty}(\mathbf{s} \mid \mathbf{s A}+\mathbf{e})$. In section5, we proved the leakage-resilient property of LWE defined on $\frac{q}{d} \mathbb{Z}$. In section6, we gave our improved MKFHE scheme.

## 3 Regularity of Hash Functions on Prime Order Groups and Their Cartesian Products

The work( [36], Claim 5.3)proved that hash function family $\left\{\mathcal{H}_{G}=h_{\mathbf{g}}: \mathbf{g} \in G^{m}\right\}$ is universal, where :

$$
\begin{aligned}
h_{\mathbf{g}}:\{0,1\}^{m} & \rightarrow G \\
\mathbf{b} & \mapsto \sum_{i \in m} b_{i} g_{i}
\end{aligned}
$$

The above result requires that preimage of $h_{\mathrm{g}}$ is taken from $\mathbb{Z}_{2}$, and $G$ only needs to be a finite Abelian group. Here we relax the preimage of $h_{\mathrm{g}}$ and take it from $\mathbb{Z}_{d}$, where $d<q$ is an integer, but the order of the finite Abelian group $G$ must be prime. We prove that the following hash function family is universal $\mathcal{H}_{G}=\left\{h_{\mathbf{g}}: \mathbf{g} \in G^{m}\right\}$

$$
\begin{aligned}
h_{\mathbf{g}}: \mathbb{Z}_{d}^{m} & \rightarrow G \\
\mathbf{b} & \mapsto \sum_{i \in[m]} b_{i} g_{i}
\end{aligned}
$$

Below we prove the lemma7, and then extend to its Cartesian products.
Lemma 7 Let $G$ be a finite Abelian group with $|G|=q$ be a prime, $m, d$ be integers, $d \leq q$. For any $g_{1}, \cdots, g_{m} \in G$, consider $\Delta\left(\sum_{i \in[m]} b_{i} g_{i}, u\right)$, where $b_{i} \leftarrow \mathbb{Z}_{d}, u \leftarrow G$. For uniformly chosen $g_{1}, \cdots, g_{m} \in G$, the statistical distance is expected to be at most $\frac{1}{2} \sqrt{\frac{q}{d^{m}}}$, in particular, the probability that the statistical distance exceeds $\left(\frac{q}{d^{m}}\right)^{\frac{1}{4}}$ does not exceed $\left(\frac{q}{d^{m}}\right)^{\frac{1}{4}}$

Proof. As $G$ is a finite Abelian group, it holds that for $\mathbf{b}, \mathbf{b}^{\prime} \in \mathbb{Z}_{d}^{m}$, and $\mathbf{b} \neq \mathbf{b}^{\prime}$, we have :

$$
\begin{equation*}
\underset{\mathbf{g} \leftarrow \mathrm{G}^{m}}{\operatorname{Pr}}\left[\sum_{i}^{m} b_{i} g_{i}=\sum_{i=1} b_{i}^{\prime} g_{i} \mid \mathbf{b} \neq \mathbf{b}^{\prime}\right]=\underset{\mathbf{g} \leftarrow \mathrm{G}^{m}}{\operatorname{Pr}}\left[\sum_{i=1}^{m}\left(b_{i}-b_{i}^{\prime}\right) g_{i}=0 \mid \mathbf{b} \neq \mathbf{b}^{\prime}\right] \tag{1}
\end{equation*}
$$

The above probability can be determined by counting the fixed $\mathbf{b}$ and $\mathbf{b}^{\prime}$. When only the $i$-th element of $\mathbf{b}-\mathbf{b}^{\prime}$ is non-zero, $b_{i}-b_{i}^{\prime} \neq 0$, we have $\sum_{i=1}^{m}\left(b_{i}-\right.$ $\left.b_{i}^{\prime}\right) g_{i}=\left(b_{i}-b_{i}^{\prime}\right) g_{i}=0$. Because $G$ is a finitely generated Abelian group and
has prime order $q$, then $G$ and $\mathbb{Z}_{q}$ are isomorphic. For any $b_{i}, b_{i}^{\prime} \in \mathbb{Z}_{d}$, and $b_{i}-b_{i}^{\prime} \neq 0$, there is $b_{i}-b_{i}^{\prime} \in[-(d-1), d-1] / 0$. Therefore, for $\left(b_{i}-b_{i}^{\prime}\right) g_{i}=0$, we have $g_{i}=0$, and the remaining $m-1$ positions can be chosen randomly on $G$, thus $(1)=q^{m-1} / q^{m}=1 / q$.

When only the $i$-th and $j$-th elements of $\mathbf{b}-\mathbf{b}^{\prime}$ are non-zero, we have ( $b_{i}-$ $\left.b_{i}^{\prime}\right) g_{i}+\left(b_{j}-b_{j}^{\prime}\right) g_{j}=0$, then $g_{i}=-\left(b_{i}-b_{i}^{\prime}\right)^{-1}\left(b_{j}-b_{j}^{\prime}\right) g_{j}$, where $\left(b_{i}-b_{i}^{\prime}\right)^{-1}$ is the inverse of $b_{i}-b_{i}^{\prime}$ on $b_{i}-b_{i}^{\prime}$. For a given $g_{j}, g_{i}$ is uniquely determined, and the remaining $m-2$ positions can be arbitrarily selected on $G$, thus, (1) = $q^{m-2} q / q^{m}=1 / q$. Generally, when only $k$ elements of $\mathbf{b}-\mathbf{b}^{\prime}$ are non-zero, it can be derived from the linear relationship :

$$
g_{i}=-\left(b_{i}-b_{i}^{\prime}\right)^{-1} \sum_{j \in[k] / i}\left(b_{j}-b_{j}^{\prime}\right) g_{j}
$$

it holds that :

$$
\underset{\mathbf{g} \leftarrow \mathrm{Pr}^{m}}{ }\left[\sum_{i}^{m} b_{i} g_{i}=\sum_{i=1} b_{i}^{\prime} g_{i} \mid \mathbf{b} \neq \mathbf{b}^{\prime}\right]=\frac{q^{m-k} q^{k-1}}{q^{m}}=1 / q
$$

Therefore, the family of hash functions $\mathcal{H}_{G}=\left\{h_{\mathbf{g}}: \mathbf{g} \in G^{m}\right\}$ defined above are universal. In particular, with $\mathbf{b} \leftarrow \mathbb{Z}_{d}^{m}$, the probability of collision is $1 / d^{m}$, so the min-entropy is $m \log d$, the output of this hash function is $\log q$ bits, and $\epsilon=2^{\frac{1}{2}(\log q-m \log d)}$. By the LHL(Lemma 3), it holds that:

$$
\Delta\left(\left(\mathbf{g}, \sum_{i} b_{i} g_{i}\right),(\mathbf{g}, u)\right) \leq \frac{1}{2} \epsilon \leq \sqrt{\frac{q}{d^{m}}}
$$

where $u \leftarrow G$.
The following estimate of the statistical distance expectation is similar to Lemma 4.3.3 in [39]. For any $\mathbf{g}=\left(g_{1}, \cdots, g_{m}\right) \in G^{m}$ define

$$
P_{\mathbf{g}}(h)=\frac{1}{d^{m}}\left|\left\{\mathbf{b} \in \mathbb{Z}_{d}^{m}: \sum_{i=1}^{m} b_{i} g_{i}=h\right\}\right|
$$

For a fixed $\mathbf{g} \in G^{m}$, define the collision boundary, that is, the $l_{2}$-norm of the function $P_{\mathrm{g}}$ on $\mathbb{R}^{q}$ :

$$
\begin{aligned}
\sum_{h \in G} P_{\mathbf{g}}(h)^{2} & =\underset{\mathbf{b}, \mathbf{b}^{\prime} \leftarrow \mathbb{Z}_{d}^{m}}{\operatorname{Pr}}\left[\sum_{i=1}^{m} b_{i} g_{i}=\sum_{i=1}^{m} b_{i}^{\prime} g_{i}\right] \\
& \leq \frac{1}{d^{m}}+\underset{\mathbf{b}, \mathbf{b}^{\prime} \leftarrow \mathbb{Z}_{d}^{m}}{\operatorname{Pr}}\left[\sum_{i=1}^{m} b_{i} g_{i}=\sum_{i=1}^{m} b_{i}^{\prime} g_{i} \mid \mathbf{b} \neq \mathbf{b}^{\prime}\right] .
\end{aligned}
$$

Thus for random variable $\mathbf{g}$, it hold that :

$$
\operatorname{Exp}_{\mathbf{g} \leftarrow G^{m}}\left[\sum_{h \in G} P_{\mathbf{g}}(h)^{2}\right] \in \frac{1}{d^{m}} \pm \frac{1}{q}
$$

For any $\mathbf{x} \in \mathbb{R}^{q}$, it holds that $\|\mathbf{x}\|_{\infty} \leq \sqrt{q}\|\mathbf{x}\|_{2}$, we have :

$$
\begin{aligned}
\operatorname{Exp}_{\mathbf{g} \leftarrow G^{m}}\left[\sum_{h \in \mathbf{G}}\left|P_{\mathbf{g}}(h)-\frac{1}{q}\right|\right] & \leq \operatorname{Exp}_{\mathbf{g} \leftarrow G^{m}}\left[q^{1 / 2}\left(\sum_{h \in \mathbf{G}}\left(P_{\mathbf{g}}(h)-\frac{1}{q}\right)^{2}\right)^{1 / 2}\right] \\
& =q^{1 / 2} \operatorname{Exp}_{\mathbf{g} \leftarrow G^{m}}\left[\left(\sum_{h \in \mathbf{G}}\left(P_{\mathbf{g}}(h)-\frac{1}{q}\right)^{2}\right)^{1 / 2}\right] \\
& \leq q^{1 / 2}\left(\operatorname{Exp}_{g \leftarrow G^{m}}\left[\sum_{h \in \mathbf{G}} P_{\mathbf{g}}(h)^{2}\right]-\frac{1}{q}\right)^{1 / 2} \\
& \leq q^{1 / 2} \cdot d^{-m / 2}=\sqrt{\frac{q}{d^{m}}}
\end{aligned}
$$

Thus:

$$
\operatorname{Exp}_{\mathbf{g} \leftarrow G^{m}}\left[\Delta\left(\sum_{i} b_{i} g_{i}, u\right)\right] \leq \frac{1}{2} \sqrt{\frac{q}{d^{m}}}
$$

By averaging argument(See Appendix A), we have :

$$
\underset{\mathbf{g} \leftarrow \mathrm{G}^{m}}{ }\left[\Delta\left(\sum_{i} b_{i} g_{i}, u\right) \geq\left(\frac{q}{d^{m}}\right)^{\frac{1}{4}}\right] \leq\left(\frac{q}{d^{m}}\right)^{\frac{1}{4}}
$$

(Otherwise, it can be derived that $\operatorname{Exp}_{\mathbf{g} \leftarrow G^{m}}\left[\Delta\left(\sum_{i} b_{i} g_{i}, u\right)\right] \geq \frac{1}{2} \sqrt{\frac{q}{d^{m}}}$, contradictory)
Next, we extend above lemma to the Cartesian product of prime order groups.
Corollary 3 Let $G_{1} \times G_{2} \cdots \times G_{k}$ be the Cartesian product of finite Abelian groups $\left\{G_{i}\right\}_{i \in[k]}$, where $\left|G_{i}\right|=q_{i}$ be primes, $q_{\text {min }}=\min \left\{q_{i}\right\}_{i \in[k]}, m$ be an integer, $\left\{\mathbf{g}_{t}=\right.$ $\left.\left(g_{i, 1}, \cdots g_{t, k}\right) \in G_{1} \times G_{2} \cdots \times G_{k}\right\}_{t \in[m]}$. Consider $\Delta\left(\left(\sum_{t \in[m]} b_{t} g_{t, 1}, \cdots, \sum_{t \in[m]} b_{t} g_{t, k}\right), \mathbf{u}\right)$, where $b_{i} \leftarrow \mathbb{Z}_{q_{\text {min }}} \mathbf{u} \leftarrow\left(G_{1} \times G_{2} \cdots \times G_{k}\right)$. For uniformly chosen $\left\{\mathbf{g}_{t}\right\}_{t \in[m]}$, the statistical distance is expected to be at most $\left(\prod_{i=1}^{k} q_{i} / q_{\min }^{m}\right)^{\frac{1}{2}}$, in particular, the probability that the statistical distance exceeds $\left(\prod_{i=1}^{k} q_{i} / q_{\min }^{m}\right)^{\frac{1}{4}}$ does not exceed $\left(\prod_{i=1}^{k} q_{i} / q_{\min }^{m}\right)^{\frac{1}{4}}$.
Proof. Similar to the lemma ${ }_{7}$, first prove the family of hash functions $\mathcal{H}_{G_{1} \times, \ldots, \times G_{k}}=$ $\left\{h_{\mathbf{g}}: \mathbf{g} \in G_{1} \times, \cdots, \times G_{k}\right\}$ is universal :

$$
\begin{aligned}
h_{\mathbf{g}}: \mathbb{Z}_{q_{\min }}^{m} & \rightarrow G_{1} \times \cdots \times G_{k} \\
\mathbf{b} & \mapsto\left(\sum_{i=1}^{m} b_{i} g_{i, 1}, \sum_{i=1}^{m} b_{i} g_{i, 2}, \cdots, \sum_{i=1}^{m} b_{i} g_{i, k}\right)
\end{aligned}
$$

when $\mathbf{b} \neq \mathbf{b}^{\prime} \bmod q_{\min }$, and only the $\alpha$-th element is non-zero $\left\{\left(b_{\alpha}-b_{\alpha}^{\prime}\right) g_{\alpha, j}=\right.$ $0\}_{j \in[k]}$, it holds that $\left\{g_{\alpha, j}=0\right\}_{j \in[k]}$, then the collision probability is $\frac{1}{\prod_{i=1}^{k} q_{i}}$.

Similarly, only when the $\alpha$-th and $\beta$-th elements are non-zero $\left\{\left(b_{\alpha}-b_{\alpha}^{\prime}\right) g_{\alpha, j}+\right.$ $\left.\left(b_{\beta}-b_{\beta}^{\prime}\right) g_{\beta, j}=0\right\}_{j \in[k]}$, the collision probability is $\frac{1}{\prod_{i=1}^{k} q_{i}}$. Generally, when $t$ elements are non-zero, there are:

$$
\left\{\sum_{\substack{i \in S \\ s \subset[m]}}^{|S|=t}\left(b_{i}-b_{i}^{\prime}\right) g_{i, j}=0\right\}_{j \in[k]}
$$

the collision probability is $\frac{1}{\prod_{i=1}^{k} q_{i}}$. Thus $\mathcal{H}_{G_{1} \times, \cdots, \times G_{k}}$ is universal. The proof of the statistical distance is similar to the lemma7, which will not be repeated here.

Remark : We want to extend above result to general finite Abelian group, but the hash function mapping to it seem not to be universal(there is zero divisor). Such as, let $G \simeq \mathbb{Z}_{q} \times \mathbb{Z}_{a}(q$ be prime, $a>q$ be an integer $), b \neq b^{\prime}$ $\bmod q$. For any $g_{1} \leftarrow \mathbb{Z}_{q}, g_{2} \leftarrow \mathbb{Z}_{a}$, let $\left(b-b^{\prime}\right) g_{1}=0$, it holds that $g_{1}=0$, but $\left(b-b^{\prime}\right) g_{2}=0$ holds for any $b-b^{\prime}$ statisfying $\operatorname{ord}\left(g_{2}\right) \mid\left(b-b^{\prime}\right)$, where $\operatorname{order}\left(g_{2}\right)$ is the order of $g_{2}$, which the probability of $\left(b-b^{\prime}\right) g_{2}=0$ is :

$$
\underset{\substack{b, b^{\prime} \leftarrow \mathbb{Z}_{q} \\ g_{2} \leftarrow G}}{\operatorname{Pr}}\left[\left(b-b^{\prime}\right) g_{2}=0 \mid b-b^{\prime} \neq 0\right]=\sum_{i=1}^{q-1}\left(\operatorname{Pr}_{b, b^{\prime} \leftarrow \mathbb{Z}_{q}}\left[\left(b-b^{\prime}\right)=i\right] \cdot \frac{g c d(i, a)}{a}\right)
$$

Clearly the above probability is greater than $\frac{1}{a}$.

## 4 Lattice-based, more general anti-leakage model

In this section, we first describe a lattice contained on $\frac{q}{d} \mathbb{Z}^{m}$, and then prove a lower bound of $\tilde{H}_{\infty}(\mathbf{s} \mid \mathbf{s} \mathbf{A}+\mathbf{e})$ on it. The process essentially applies the result of Lemma 3.2 on $\mathbb{Z}^{m}$ in [12]
4.1 Lattice over $\frac{q}{d} \mathbb{Z}^{m}$

Let $d, q \in \mathbb{Z}$ and $d \leq q, \quad \mathbf{A} \in \frac{q}{d} \mathbb{Z}^{n \times m}, \mathbf{s} \in \mathbb{Z}_{d}^{n}$. Let ${ }^{3}$

$$
\Lambda_{q}(\mathbf{A})=\left\{\mathbf{x} \in \frac{q}{d} \mathbb{Z}^{m}: \mathbf{x}=\mathbf{s A} \quad \bmod q, \mathbf{s} \leftarrow \mathbb{Z}_{d}^{n}\right\}
$$

It is easy to verify that $\Lambda_{q}(\mathbf{A})$ forms a lattice, for any $\mathbf{x}_{1}, \mathbf{x}_{2} \in \Lambda_{q}(\mathbf{A})$, let $\mathbf{x}_{1}=$ $\mathbf{s}_{1} \mathbf{A} \bmod q, \mathbf{x}_{2}=\mathbf{s}_{2} \mathbf{A} \bmod q$, there exist $\mathbf{x}_{3} \in \Lambda_{q}(\mathbf{A})$ satisfying $\mathbf{x}_{3}=\mathbf{x}_{1}+\mathbf{x}_{2}$

[^0]$\bmod q$, where $\mathbf{x}_{3}=\mathbf{s}_{3} \mathbf{A} \bmod q, \mathbf{s}_{3}=\mathbf{s}_{1}+\mathbf{s}_{2} \bmod d$. That is, $\Lambda_{q}(\mathbf{A})$ is closed under addition modulo $q$, and is a discrete additive subgroup of $\frac{q}{d} \mathbb{Z}^{m}$.

For those who are more familiar with lattice, it may be seen at a glance that $\Lambda_{q}(\mathbf{A})$ is actually isomorphic to d-array lattice (obtained by stretching darray lattice by a factor $\frac{q}{d}$ ). Such as for any $\mathbf{A} \in \frac{q}{d} \mathbb{Z}^{n \times m}$, let $\mathbf{A}=\frac{q}{d} \mathbf{A}^{\prime}$, where $\mathbf{A}^{\prime} \in \mathbb{Z}^{n \times m}$, there is a bijection $\phi$ between $\Lambda_{d}\left(\mathbf{A}^{\prime}\right)=\left\{\mathbf{x}^{\prime} \in \mathbb{Z}^{m}: \mathbf{x}^{\prime}=\mathbf{s} \mathbf{A}^{\prime}\right.$ $\left.\bmod d, \mathbf{s} \leftarrow \mathbb{Z}_{d}^{n}\right\}$ and $\Lambda_{q}(\mathbf{A}):$ for any $\mathbf{x}^{\prime} \in \Lambda_{d}\left(\mathbf{A}^{\prime}\right)$, let $\mathbf{x}^{\prime}=\mathbf{v}+d \cdot \mathbf{c}$, where $\mathbf{v} \in \mathbb{Z}_{d}^{m}, \mathbf{c} \in \mathbb{Z}^{m}$, its image in $\Lambda_{q}(\mathbf{A})$ is $\mathbf{x}=\frac{q}{d} \mathbf{v}+q \cdot \mathbf{c}$.

$$
\begin{aligned}
\phi \quad: \quad \Lambda_{d}\left(\mathbf{A}^{\prime}\right) & \rightarrow \Lambda_{q}(\mathbf{A}) \\
\mathbf{v}+d \cdot \mathbf{c} & \mapsto \frac{q}{d} \cdot \mathbf{v}+q \cdot \mathbf{c} .
\end{aligned}
$$

### 4.2 A more general active leak model

Lemma 8 Fix a matrix $\mathbf{A} \in \frac{q}{d} \mathbb{Z}^{n \times m}$ with $m=O(n \log d), d \leq q$, and a parameter $0 \leq \sigma \leq \frac{q}{2 \sqrt{m}}$. Let $\mathbf{s} \leftarrow \mathbb{Z}_{d}^{n}$ and $\mathbf{e} \leftarrow \mathcal{D}_{\frac{q}{d} \mathbb{Z}^{m}, \sigma^{\prime}}$ Then it holds that :

$$
\tilde{H}_{\infty}(\mathbf{s} \mid \mathbf{s A}+\mathbf{e} \quad \bmod q) \geq-\log \left(\frac{1}{\rho_{\sigma}\left(\Lambda_{q}(\mathbf{A})\right)}+2^{-m}\right)
$$

Obviously, if $d=q$, the above lemma degenerates into Lemma 3.2 in [12], and the proof process is exactly the same as [12]. For the sake of completeness, we list it here.
Proof. For a given $\mathbf{A} \in \frac{q}{d} \mathbb{Z}_{d}^{n \times m}$ and $\mathbf{y} \in \frac{q}{d} \mathbb{Z}_{d}^{m}$, let $\mathbf{s}^{*}$ be the point that maximizes the conditional probability $\underset{\mathbf{s} \leftarrow \mathbb{Z}_{d}^{n}}{\operatorname{Pr}}\left[\mathbf{s}=\mathbf{s}^{*} \mid \mathbf{y}=\mathbf{s} \mathbf{A}+\mathbf{e} \bmod q\right]$. By Bayes Rule, it holds that:

$$
\begin{aligned}
& \operatorname{Pr}_{\mathbf{s} \leftarrow \mathbb{Z}_{d}^{n}}\left[\mathbf{s}=\mathbf{s}^{*} \mid \mathbf{y}=\mathbf{s} \mathbf{A}+\mathbf{e}\right]=\operatorname{Pr}\left[\mathbf{y}=\mathbf{s} \mathbf{A}+\mathbf{e} \mid \mathbf{s}^{*}\right] \cdot \frac{\operatorname{Pr}\left[\mathbf{s}=\mathbf{s}^{*}\right]}{\operatorname{Pr}[\mathbf{y}=\mathbf{s} \mathbf{A}+\mathbf{e}]} \\
& =\operatorname{Pr}\left[\mathbf{e}=\mathbf{y}-\mathbf{s}^{*} \mathbf{A}\right] \cdot \frac{\operatorname{Pr}\left[\mathbf{s}=\mathbf{s}^{*}\right]}{\sum_{s^{\prime}} \operatorname{Pr}\left[\mathbf{y}=\mathbf{s} \mathbf{A}+\mathbf{e} \mid \mathbf{s}=\mathbf{s}^{\prime}\right] \operatorname{Pr}\left[\mathbf{s}=\mathbf{s}^{\prime}\right]} \\
& =\operatorname{Pr}\left[\mathbf{e}=\mathbf{y}-\mathbf{s}^{*} \mathbf{A}\right] \frac{d^{-n}}{\sum_{\mathbf{s}^{\prime}} \operatorname{Pr}\left[\mathbf{e}=\mathbf{y}-\mathbf{s}^{*} \mathbf{A}\right] \cdot d^{-n}} \\
& =\frac{\operatorname{Pr}\left[\mathbf{e}=\mathbf{y}-\mathbf{s}^{*} \mathbf{A}\right]}{\sum_{\mathbf{s}^{\prime}} \operatorname{Pr}\left[\mathbf{e}=\mathbf{y}-\mathbf{s}^{\prime} \mathbf{A}\right]}
\end{aligned}
$$

For the given $\mathbf{A}, \mathbf{y}, \sum_{\mathbf{s}^{\prime}} \operatorname{Pr}\left[\mathbf{e}=\mathbf{y}-\mathbf{s}^{\prime} \mathbf{A}\right]$ is a constant, it holds that $\operatorname{Pr}\left[\mathbf{s}=\mathbf{s}^{*} \mid \mathbf{y}=\mathbf{s A}+\mathbf{e}\right] \propto$ $\operatorname{Pr}\left[\mathbf{e}=\mathbf{y}-\mathbf{s}^{*} \mathbf{A}\right]$, thus the point maximizes $\operatorname{Pr}\left[\mathbf{s}=\mathbf{s}^{*} \mid \mathbf{y}=\mathbf{s} \mathbf{A}+\mathbf{e}\right]$ is the lattice point nearest to $\mathbf{y}$. Let $V \in \frac{q}{d} \mathbb{Z}^{m}$ be the discretized Voronoï cell of $\Lambda_{q}(\mathbf{A})$, that is $V$ consists of all point in $\frac{q}{d} \mathbb{Z}^{m}$ that are closer to 0 than to any other point in $\Lambda$. By construction, $V$ is a system of coset representatives of $\frac{q}{d} \mathbb{Z}^{m} \backslash \Lambda_{q}(\mathbf{A})$.

According to the Theorem 2 , events $\mathbf{s}=\mathbf{s}^{*} \mid \mathbf{y}=\mathbf{s A}+\mathbf{e}$ and $\mathbf{e} \in V$ are equivalent, thus $\operatorname{Pr}\left[\mathbf{s}=\mathbf{s}^{*} \mid \mathbf{y}=\mathbf{s} \mathbf{A}+\mathbf{e}\right]=\operatorname{Pr}[\mathbf{e} \in V]$. By Theorem3, it holds that $\mathbf{e} \leq \sigma \cdot \sqrt{m}<q / 2$ except with probability $2^{-m}$, thus $\operatorname{Pr}[\mathbf{e} \bmod q \in V] \leq$
 therefore, $\operatorname{Pr}[\mathbf{e} \bmod q \in V] \leq \frac{1}{\rho_{\sigma}\left(\Lambda_{q}(\mathbf{A})\right)}+2^{-m}$, thus :

$$
\begin{aligned}
\tilde{H}_{\infty}(\mathbf{s} \mid \mathbf{s A}+\mathbf{e}) & =-\log \left(\mathrm{E}_{\mathbf{y}}\left[\max _{\mathbf{s}^{*}} \operatorname{Pr}_{\mathbf{s}, \mathbf{e}}\left[\mathbf{s}=\mathbf{s}^{*} \mid \mathbf{y}=\mathbf{s A}+\mathbf{e}\right]\right]\right) \\
& =-\log \left(\mathrm{E}_{\mathbf{y}}[\operatorname{Pr}[\mathbf{e} \bmod q \in V]]\right) \\
& =-\log (\operatorname{Pr}[\mathbf{e} \bmod q \in V]) \\
& \geq-\log \left(\frac{1}{\rho_{\sigma}\left(\Lambda_{q}(\mathbf{A})\right)}+2^{-m}\right)
\end{aligned}
$$

## 5 Leakage-resistant properties of LWE over $\frac{q}{d} \mathbb{Z}^{m}$

In this section, we need to introduce the LWE problem on $\frac{q}{d} \mathbb{Z}^{m}$, and then prove its anti-leakage property. In fact, it will not be simpler than the standard LWE problem. Below, we first introduce this non-standard LWE problem, then give it a reduction to the standard LWE problem (which is almost an observation), and finally prove its anti-leakage property.

### 5.1 The LWE problem over $\frac{q}{d} \mathbb{Z}^{m}$

In this work, we mainly use its decision version.
Definition 6 For $n, m, d, q \in \mathbb{N}, d \leq q$, and a distribution $\chi$ supported over $\frac{q}{d} \mathbb{Z}$, the rational-DLWE $E_{n, m, d, q, \chi}$ problem is to distinguish the following distribution :

- $\mathcal{D}_{0}$ : the joint distribution $(\mathbf{A}, \mathbf{z}) \in\left(\frac{q}{d} \mathbb{Z}_{d}^{n \times m} \times \frac{q}{d} \mathbb{Z}_{d}^{m}\right)$ is sampled by $\mathbf{A} \leftarrow \frac{q}{d} \mathbb{Z}_{d}^{n \times m}$ , $\mathbf{z} \leftarrow \frac{q}{d} \mathbb{Z}_{d}^{m}$.
- $\mathcal{D}_{1}$ : the joint distribution $(\mathbf{A}, \mathbf{b}) \in\left(\frac{q}{d} \mathbb{Z}_{d}^{n \times m} \times \frac{q}{d} \mathbb{Z}_{d}^{m}\right)$ is computed by $\mathbf{A} \leftarrow$ $\frac{q}{d} \mathbb{Z}_{d}^{n \times m}, \mathbf{b}=\mathbf{s A}+\mathbf{e} \bmod q$, where $\mathbf{s} \leftarrow \mathbb{Z}_{d}^{n}, \mathbf{e} \leftarrow \chi^{m}$.

As introduced in Preliminary, the standard DLWE $_{n, m, q, \bar{\chi}}$ is defined on $\mathbb{Z}$, when $\bar{\chi}$ is a discrete Gaussian distribution on $\mathbb{Z}$ with a standard deviation $\sigma>2 \sqrt{n}$, it will not be simpler than hard problem on lattice. Now we build the reduction from rational-DLWE ${ }_{n, m, d, q, \chi}$ to $\operatorname{DLWE}_{n, m, d, \bar{\chi}}$.

Claim 1 If there is an adversary who can distinguish the rational-DLWE $E_{n, m, d, q, \chi}$ problem with an advantage $\epsilon$ in time $T$, then he can also distinguish the standard $D L W E_{n, m, d, \bar{\chi}}$ problem with the same time and advantage.

Proof. In above section, we have shown that there is a bijection between $\Lambda_{d}(\mathbf{A})$ and $\Lambda_{q}\left(\mathbf{A}^{\prime}\right)$, where $\mathbf{A}^{\prime}=\frac{q}{d} \mathbf{A}, \mathbf{A} \in \mathbb{Z}_{d}^{n \times m}$. Similarly, there is a bijection between $\operatorname{DLWE}_{n, m, d, \bar{\chi}}$ and rational-DLWE $E_{n, m, d, q, \chi}$ samples. For any given standard $\operatorname{LWE}_{n, m, d, \bar{\chi}}$ samples $(\mathbf{A}, \mathbf{b}=\mathbf{s A}+\mathbf{e} \bmod d)$, let $\mathbf{b}=\mathbf{s A}+\mathbf{e}+d \cdot \mathbf{c}^{m}$ where $\mathbf{c} \in$ $\mathbb{Z}^{m}$, it holds that :

$$
\frac{q}{d} \mathbf{b}=\frac{q}{d} \cdot \mathbf{s} \mathbf{A}+\frac{q}{d} \mathbf{e}+q \cdot \mathbf{c}
$$

Let $\mathbf{A}^{\prime}=\frac{q}{d} \mathbf{A}, \mathbf{b}^{\prime}=\frac{q}{d} \mathbf{b}, \mathbf{e}^{\prime}=\frac{q}{d} \mathbf{e}$, it holds that:

$$
\mathbf{b}^{\prime}=\mathbf{s} \mathbf{A}^{\prime}+\mathbf{e}^{\prime} \quad \bmod q
$$

where $\mathbf{A}^{\prime} \in \frac{q}{d} \mathbb{Z}_{d}^{n \times m}, \mathbf{e}^{\prime} \in \frac{q}{d} \mathbb{Z}$. Thus $\left(\mathbf{A}^{\prime}, \mathbf{b}^{\prime}\right)$ is sample of rational-DLWE $n, m, d, q, \chi$.
Therefore, for rational-DLWE ${ }_{n, m, d, q, \chi}$, when $\chi$ is a discrete Gaussian defined on $\frac{q}{d} \mathbb{Z}$ with standard deviation $\sigma>2 \sqrt{n}$, it will not be simpler than $\operatorname{DLWE}_{n, m, d, \bar{\chi}}$.

### 5.2 Leakage resistance of rational LWE samples

Goldwasser [25] et al proved the leakage-resilient property of such "weak" LWE samples $(\mathbf{A}, \mathbf{b}=\mathbf{s A}+\mathbf{e})$ where $\mathbf{s}$ is taken from $\{0,1\}^{n}$ (as the entropy of $\mathbf{s}$ is sufficient, it is no simpler than the low-dimensional standard LWE problem).It essentially used the anti-leakage property of the leftover hash lemma, and reduces to low-dimensional LWE samples.

Next, we prove that the rational-DLWE $E_{n, m, d, q, \chi}$ samples we defined also have anti-leakage properties. This proof needs to use the regularity result of the hash function family on the prime order group in Section3, and unlike [25], we need to use the Circular Security assumption.

Theorem 4 Let $n, q$ be integers and $d \leq q$ be prime, $\mathbf{s}$ be a random variable over $\mathbb{Z}_{d}^{n}$, having min-entropy at least $k$. For any $r \leq \frac{k-\omega(\log n)+2}{\log d}$, there is a ppt reduction from rational-DLWE $n, m, d, q, \chi$ to distinguish dual Regev ciphertext( with public key $\mathrm{pk}=(\mathbf{B}, \mathbf{t}), \mathbf{B} \leftarrow \frac{q}{d} \mathbb{Z}_{d}^{n \times r}, \mathbf{t}=\mathbf{s B} \bmod q$, and plaintext is related to private key $\mathbf{s}$ ) defined over $\frac{q}{d} \mathbb{Z}$ with uniform distribution.

Proof. For a given $m$ rational LWE samples, $(\mathbf{A}, \mathbf{b}=\mathbf{s A}+\mathbf{e})$, where $\mathbf{A} \leftarrow \frac{q}{d} \mathbb{Z}^{n \times m}$, $\mathbf{e} \leftarrow$ $\chi^{m}, \mathbf{s} \leftarrow \mathbb{Z}_{d}^{n}$ and $\tilde{H}_{\infty}(\mathbf{s}) \geq k$. By claim1, we can replace $\mathbf{A}$ with $\mathbf{B C}+\mathbf{E}$, where $\mathbf{B} \leftarrow \frac{q}{d} \mathbb{Z}_{d}^{n \times r}, \mathbf{C} \leftarrow \mathbb{Z}_{d}^{r \times m}, \mathbf{E} \leftarrow \chi^{n \times m}$, it holds that $\mathbf{b}=\mathbf{s B C}+\mathbf{s E}+\mathbf{e}$. Let $\mathbf{t}=\mathbf{s B}$ $\bmod q$, as $\frac{q}{d} \mathbb{Z}_{d}$ is a finite Abelian group with $d$ elements, for any randomly chosen $\mathbf{B} \leftarrow \frac{q}{d} \mathbb{Z}_{d}^{n \times r}, h_{\mathbf{B}}$ defines a hash function mapping from $\mathbb{Z}_{d}^{n}$ to $\frac{q}{d} \mathbb{Z}_{d}^{r}$.

$$
\begin{aligned}
\mathcal{H}_{\frac{q}{d} \mathbb{Z}_{d}^{r}}= & \left\{h_{\mathbf{B}}: \mathbf{B} \in \frac{q}{d} \mathbb{Z}_{d}^{n \times r}\right\} \\
h_{\mathbf{B}} \quad: \quad \mathbb{Z}_{d}^{n} & \rightarrow \frac{q}{d} \mathbb{Z}_{d}^{r} \\
& \mathbf{s} \mapsto \mathbf{s B} \bmod q .
\end{aligned}
$$

By corollary3, we have the family of hash functions $\mathcal{H}_{{ }_{d} \mathbb{Z}_{d}^{r}}$ is universal, further, by the leftover hash lemma3, we have :

$$
\Delta((\mathbf{B}, \mathbf{t}),(\mathbf{B}, \mathbf{u})) \leq 2^{-\frac{1}{2}\left(\tilde{H}_{\infty}(\mathbf{s})-\log d^{r}+2\right)}
$$

Further, for any $r \leq \frac{k-\omega(\log n)+2}{\log d}$, we have $\Delta((\mathbf{B}, \mathbf{t}),(\mathbf{B}, \mathbf{u})) \leq \operatorname{negl}(n)$, where $\mathbf{u} \leftarrow \frac{q}{d} \mathbb{Z}_{d}^{r}$, and $\mathbf{b}=\mathbf{t C}+\mathbf{s E}+\mathbf{e}$. We note that $\mathbf{t} \mathbf{C}+\mathbf{e}$ are $m$ rational LWE samples. In [25], they set the variance of $\mathbf{E}$ and $\mathbf{e}$ to satisfy $\|\mathbf{s E}\| /\|\mathbf{e}\|=\operatorname{neg}(n)$, then get $\mathbf{e} \approx_{s} \mathbf{e}+\mathbf{s E}$ by smudging lemma2. Thus $\mathbf{b} \approx_{\mathbf{s}} \mathbf{t C}+\mathbf{e}$ and $l$ dimensiton standard LWE samples are indistinguishable. But this method is not suitable for us, our $\chi$ is defined on $\frac{q}{d} \mathbb{Z}$, and $\mathbf{s} \leftarrow \mathbb{Z}_{d}^{n}$, so $\mathbf{s E}$ will overturn $q$ with a high probability, which leaves no room for us to set the variance of $\mathbf{E}$ and $\mathbf{e}$, to satisfy $\|\mathbf{s E}\| /\|\mathbf{e}\|=\operatorname{neg}(n)$.

We noticed that $\mathbf{b}=\mathbf{t C}+\mathbf{e}+\mathbf{s E}$ can be regarded as the ciphertext of the dual Regev encryption, where $(\mathbf{B}, \mathbf{t}=\mathbf{s B})$ is the public key, $\mathbf{s}$ is the private key, and $\mathbf{s E}$ is the plaintext(related to the private key). If we assume the dualRegev encryption scheme is Circular Security (while the encrypted data is related to private key, the ciphertext is still computationally indistinguishable from uniform), then, we should have enough confidence in the leak resistance of rational-DLWE ${ }_{n, m, d, q, \chi}$.

Considering that the Circular Security assumption exists in many places, such as the key-switch in the FHE scheme [13] and the bootstrapping in [23] [15] [24]. Therefore, if there is an adversary that can distinguish the rational-DLWE ${ }_{n, m, d, q, \chi}$ with the private key s lossy, then he can distinguish the dual Regev ciphertext(with plaintext is related to the private key).

## 6 Optimized multi-key fully homomorphic encryption scheme

Multi-key fully homomorphic encryption(MKFHE) was proposed by LópezAlt et al [31], and based on the NTRU encryption scheme, the first MKFHE scheme was constructed. It was an extension of the single-key fully homomorphic scheme (supports homomorphic operations between ciphertexts encrypted with different public keys)

After López-Alt et al proposed the concept of MKFHE, by introducing CRS, Clear and McGoldrick [20], Mukherjee and Wichs [33], Peikert and Shiehian [34] constructed the GSW type MKFHE. Chen [18] and Chen [17] constructed the MKFHE based on RLWE, and applied it to privacy preserving neural network training with multi parties. The work [14] was the first MKFHE scheme that does not introduce CRS, by the anti-leakage property of the dual-Regev encryption scheme, it proved the security of its scheme, as the entropy of the private key is sufficient(the tradeoff is that the length of the private key increases with the amount of leakage). Ananth et al [4] removed CRS from a
higher dimension, instead of using LHL or regularity lemma, they based on Multiparty homomorphic encryption and modified the initialization method of its root node to achieve this purpose.

It is worth noting that most of the GSW-type MKFHE follow the same paradigm :

- The total private key is the concatenation of multiple private keys
- All require a ciphertext expansion to convert ciphertext under different public keys into ciphertext under the total private key
- Distributed decryption needs to introduce large noise to guarantee security

In order to solve the above problems, Dai et al [21] introduced the keylifting operation in the interactive key generation stage which removed the expensive ciphertext expansion. Based on the Rényi divergence argument and the asymmetric properties of the GSW ciphertext, it removed the noise flooding technique used in encryption and distributed decryption phase making the parameters the same as that of the single-key FHE scheme.

MKFHE is a rapidly developing field that has dominated many applications and is becoming a building block for many primitives : a series of work [14] [33] [5] showed that MKFHE was an excellent base tool for building round-optimal MPC.

Judging from the above series of work, MKFHE is moving closer to singlekey FHE in terms of protocol design, security assumptions, and parameter sizes (ideally, we hope that MKFHE can both it supports multi-party participation, and can be as concise and compact as FHE(no CRS, ciphertext expansion, and noise flooding). Intuitively speaking, the complexity lower bound of the MKFHE scheme should be FHE.

As an application of our result in previous section, we give a optimized MKFHE scheme based on [14]. It must be pointed out that such optimization can also be applied to [20] [33] [34] [21] and other GSW-based MKFHE(constructed on $\mathbb{Z}$, can use the leftover hash lemma to remove CRS). The reason why we choose [14] as an example is that it requires fewer changes and the the improved result is better. For completeness, below we first give the definition of MKFHE, and then describe our improved scheme.

### 6.1 The definition of MKFHE

Definition 7 Let $\lambda$ be the security parameter, $L$ be the circuit depth, and $k$ be the number of participants. A leveled multi-key fully homomorphic encryption scheme consists of a tuple of efficient probabilistic polynomial time algorithms MKFHE=(Init, Gen, Enc, Expand, Eval, Dec) which defines as follows.
$-\mathrm{pp} \leftarrow \operatorname{setup}\left(1^{\lambda}, 1^{L}, \mathrm{crs}\right):$ Input security parameter $\lambda$, circuit depth $L$, common reference string crs (generated by a third party or random oracle), output system parameter pp ([20] [33] [34] [17])
$-\mathrm{pp} \leftarrow$ Distributed $\operatorname{setup}\left(1^{\lambda}, 1^{L}, 1^{k}\right):$ Input security parameter $\lambda$, circuit depth $L$, user number $k$ output system parameter pp . ([14] [21])

- $\left(\mathrm{pk}_{i}, \mathrm{sk}_{i}\right) \leftarrow \mathrm{Gen}(\mathrm{pp}):$ Input pp , output a key pair for participant $i$.
$-c_{i} \leftarrow \operatorname{Enc}\left(\mathrm{pk}_{i}, u_{i}\right):$ Input $\mathrm{pk}_{i}$ and plaintext $u_{i}$, output ciphertext $c_{i}$.
$-v_{i} \leftarrow \operatorname{Enc}\left(\mathrm{pk}_{i}, r_{i}\right):$ Input $\mathrm{pk}_{i}$ and the random $r_{i}$ used in ciphertext $c_{i}$, output auxiliary ciphertext $v_{i}$.
$-c_{i} \leftarrow \operatorname{Expand}\left(\left\{\mathrm{pk}_{i}\right\}_{i \in[k]}, v_{i}, c_{i}\right)$ : Input the ciphertext $c_{i}$ of participant $i$, the public key set $\left\{\mathrm{pk}_{i}\right\}_{i \in[k]}$ of all participants, auxiliary ciphertext $v_{i}$, output expanded ciphertext $\bar{c}_{i}$ which is under $f\left(\mathrm{sk}_{i}, \ldots \mathrm{sk}_{k}\right)$ whose structure is undefined.
- $\bar{c}_{\text {eval }} \leftarrow \operatorname{Eval}(\mathcal{S}, \mathcal{C}):$ Input $\mathcal{C}$, the set of all ciphertext $\mathcal{S}=\left\{\bar{c}_{i}\right\}_{i \in[N]}$ while $N$ is the input length of $\mathcal{C}$, output evaluated ciphertext $\bar{c}_{\text {eval }}$
$-u \leftarrow \operatorname{Dec}\left(\bar{c}_{\text {eval }}, f\left(\mathrm{sk}_{1} \ldots \mathrm{sk}_{k}\right)\right)$ : Input evaluated ciphertext $\bar{c}_{\text {eval }}$, private $k e y$ function $f\left(\mathrm{sk}_{1} \ldots \mathrm{sk}_{k}\right)$, output $u$ (This is usually a distributed process).

Remark : In the initial definition of MKFHE given by López-Alt et al [31], there is no limitation on the initialization of parameters. According to a series of existing works, we divide the initialization of parameters into the above two types : setup and Distributed setup. The difference between them is that the former needs to introduce CRS and complete the initialization locally, while the latter does not need to introduce CRS, but the user completes the initialization interactively. In addition, although the initial MKFHE definition does not include auxiliary ciphertext and ciphertext expansion operations, in fact, the works [33] [35] [20] include this procedure to support homomorphic operations. The common private key depends on $\left\{\mathrm{sk}_{i}\right\}_{i \in[k]}, f$ is a certain function, which is not unique, for example, it can be the concatenation of all keys or the sum of all keys.

### 6.2 An improved "GSW-style" MKFHE based on [14]

Our optimized scheme is similar to [14], except that their scheme was based on Dual-GSW (on $\mathbb{Z}$ ), while our is GSW type(on $\frac{q}{d} \mathbb{Z}$ ), which will lead to different plaintext encoding. Furthermore, their active leakage model is $\mathbf{s} \mid \mathbf{s A}$, while ours is $\mathbf{s} \mid \mathbf{s A}+\mathbf{e}$. The improved scheme is defined as follows:
$-\mathrm{pp} \leftarrow \operatorname{setup}\left(1^{\lambda}, 1^{k}, 1^{L}\right):$ On input security parameter $\lambda$, users number $k=$ poly $(\lambda)$, circuit depth $L$, let $n=$ poly $(\lambda)$ be an integer, $d=2^{O(\lambda L)}$ be a prime, $m=n \log d, q=d \cdot \operatorname{poly}(\lambda)$ satisfying $q=1 \bmod d$. Let $\chi$ be a noise distribution defined over $\frac{q}{d} \mathbb{Z}$, where $\mathbf{e} \leftarrow \chi,\|\mathbf{e}\|$ is bounded by $B_{\chi}$ with overwhelming probability. Suitable choosing above parameters to make rational-DLWE ${ }_{n, m, d, q, \chi}$ is infeasible, output $\mathrm{pp}=(k, n, m, d, q, \chi)$.

- $\left(\mathrm{pk}_{i}, \mathrm{sk}_{i}\right) \leftarrow \operatorname{Gen}(\mathrm{pp}, i)$ : Input pp, $i$, output the key pair ( $\mathrm{pk}_{i}, \mathrm{sk}_{i}$ ) of party $i$, where $\mathrm{pk}_{i}=\left(\mathbf{A}_{i}, \mathbf{b}_{i, i}\right), \mathbf{A}_{i} \leftarrow \frac{q}{d} \mathbb{Z}_{d}^{n \times m}, \mathbf{s}_{i} \leftarrow \mathbb{Z}_{d}^{n}, \mathbf{e} \leftarrow \chi, \mathbf{b}_{i, i}=\mathbf{s}_{i} \mathbf{A}_{i}+\mathbf{e}$ $\bmod q, \mathrm{sk}_{i}=\left(\mathbf{s}_{i},-1\right)$.
- Auxk ${ }_{i} \leftarrow$ Auxiliary KeyGen $\left(\mathrm{sk}_{\mathrm{i}},\left\{\mathrm{pk}_{\mathrm{j}}\right\}_{\mathrm{j} \in[\mathrm{k}] / \mathrm{i}}\right)$ : Input the private key sk $\mathrm{m}_{i}$ of party $i$ and other parties public keys $\left\{\mathrm{pk}_{j}\right\}_{j \in[k] / i}$, output the Auxiliary key(as needed for ciphertext expansion) Auxk ${ }_{i}=\left\{\mathbf{b}_{i, j}\right\}_{j \in[k] / i}$ of party $i$, where $\mathbf{b}_{i, j}=\mathbf{s}_{i} \mathbf{A}_{j}+\mathbf{e}_{j}$.
- $\mathrm{C}_{i} \leftarrow \operatorname{Enc}\left(\mathrm{pk}_{i}, u_{i}\right)$ : Input public key pk ${ }_{i}$, a plaintext $u_{i} \in\{0, q\}$, output ciphertext $\mathbf{C}_{i}=\binom{\mathbf{A}_{i}}{\mathbf{b}_{i, i}} \cdot \mathbf{R}+\binom{\mathbf{0}}{\mathbf{e}^{\prime}}+u_{i} \mathbf{G}$, where $\mathbf{e}^{\prime}$ is sampled from $\chi^{\prime}$ defined over $\frac{q}{d} \mathbb{Z}$ satisfying $\left\|\mathbf{e} \mathbf{R} / \mathbf{e}^{\prime}\right\|_{\infty}=\operatorname{neg} l(\lambda), \mathbf{R} \leftarrow\{0,1\}^{m \times(n+1) l}, l=$ $\lceil\log q d\rceil, \mathbf{G}$ is a gadget matrix as defined in preliminary.
$-u \leftarrow \operatorname{Dec}\left(\right.$ sk, C) : Input ciphertext C, private key sk, let $\mathbf{t}=\mathrm{sk}, \mathbf{w}^{T}=$ $\left(0, \cdots, 0, \frac{\lfloor d / 2\rceil}{d}\right) \in \frac{1}{d} \mathbb{Z}_{d}^{n+1}, \gamma=\mathbf{t} \cdot \mathbf{C G}^{-1}\left(\mathbf{w}^{T}\right)$, output $u=\left\lfloor\frac{\gamma}{q / 2}\right\rceil$.


### 6.3 The encoding check

Since our improved scheme is based on $\frac{q}{d} \mathbb{Z}$, this causes our plaintext encoding is different from the GSW scheme on $\mathbb{Z}$ (theirs are $\{0,1\}$, while ours is $\{0, q\}$ ). Next, we point out that as long as the parameters are set reasonably, the plaintext evaluation over $\{0, q\}$ resulted by homomorphic evaluation of the ciphertext is also closed. The decryption, homomorphic addition, and multiplication of the initial ciphertext are respectively tested in the following. It must be pointed out that the initial ciphertext does not undergo homomorphic evaluation, because it is encrypted by different public keys, and it is the "expanded" ciphertext that actually undergoes homomorphic evaluation. Because the "expanded" ciphertext and the initial ciphertext maintain the same decryption paradigm : $\mathbf{t C} \approx u \mathbf{t G}$, so the two are consistent in decryption, homomorphic addition and multiplication. We choose the initial ciphertext for verification here because it is more concise to describe.

Correctness of decryption : For initial ciphertext $\mathbf{C}=\binom{\mathbf{A}}{\mathbf{b}} \mathbf{R}+\binom{\mathbf{0}}{\mathbf{e}^{\prime}}+u \mathbf{G}$, if $u=0$, we have

$$
\gamma=\mathbf{t C G}^{-1}\left(\mathbf{w}^{T}\right)=\left\langle\mathbf{e} \mathbf{R}+\mathbf{e}^{\prime}, \mathbf{G}^{-1}\left(\mathbf{w}^{T}\right)\right\rangle .
$$

thus, if $\left\langle\mathbf{e} \mathbf{R}+\mathbf{e}^{\prime}, \mathbf{G}^{-1}\left(\mathbf{w}^{T}\right)\right\rangle \leq q / 4$, it holds that $u=\left\lfloor\frac{\gamma}{q / 2}\right\rceil=0$. if $u=q$, it holds that

$$
\begin{aligned}
\gamma & =\mathbf{t} \mathbf{C G}^{-1}\left(\mathbf{w}^{T}\right)=\left\langle\mathbf{e} \mathbf{R}+\mathbf{e}^{\prime}, \mathbf{G}^{-1}\left(\mathbf{w}^{T}\right)\right\rangle+u \mathbf{t} \mathbf{G G}^{-1}\left(\mathbf{w}^{T}\right) \\
& =\left\langle\mathbf{e R}+\mathbf{e}^{\prime}, \mathbf{G}^{-1}\left(\mathbf{w}^{T}\right)\right\rangle+\frac{q}{2}+\frac{q}{d} \Delta .
\end{aligned}
$$

where $|\Delta|<0.5$, thus if $\left\langle\mathbf{e} \mathbf{R}+\mathbf{e}^{\prime}, \mathbf{G}^{-1}\left(\mathbf{w}^{T}\right)\right\rangle+\frac{q}{d} \Delta<\frac{q}{4}$, it holds that $u=$ $\left\lfloor\frac{\gamma}{q / 2}\right\rceil=1$
homomorphic addition : Let $\mathbf{C}_{\text {add }}=\mathbf{C}_{1}+\mathbf{C}_{2}$, where $\mathbf{C}_{1}$ are $\mathbf{C}_{2}$ the ciphertext under ( $\mathbf{A}, \mathbf{b}$ ), it holds that
$\gamma=\mathbf{t C}_{\mathbf{a d d}} \mathbf{G}^{-1}\left(\mathbf{w}^{\mathbf{T}}\right)=\left\langle\mathbf{e} \mathbf{R}_{1}+\mathbf{e} \mathbf{R}_{2}+\mathbf{e}_{1}^{\prime}+\mathbf{e}_{2}^{\prime}, \mathbf{G}^{-1}\left(\mathbf{w}^{\mathbf{T}}\right)\right\rangle+\left(u_{1}+u_{2}\right) \mathbf{t} \mathbf{G G}^{-1}\left(\mathbf{w}^{\mathbf{T}}\right)$

- if $u_{1}=u_{2}=0$ and $\left\langle\mathbf{e} \mathbf{R}_{1}+\mathbf{e} \mathbf{R}_{2}+\mathbf{e}_{1}^{\prime}+\mathbf{e}_{2}^{\prime}, \mathbf{G}^{-1}\left(\mathbf{w}^{\mathbf{T}}\right)\right\rangle \leq \frac{q}{4}$, it holds that : $u=\left\lfloor\frac{\gamma}{q / 2}\right\rceil=0$
- if $u_{1}=0, u_{2}=q($ vice versa $)$, and $\left\langle\mathbf{e} \mathbf{R}_{1}+\mathbf{e} \mathbf{R}_{2}+\mathbf{e}_{1}^{\prime}+\mathbf{e}_{2}^{\prime}, \mathbf{G}^{-1}\left(\mathbf{w}^{\mathbf{T}}\right)\right\rangle+$ $\frac{q}{d} \Delta \leq \frac{q}{4}$, it holds that: $u=\left\lfloor\frac{\gamma}{q / 2}\right\rceil=1$
- if $u_{1}=u_{2}=q$, it holds that :

$$
\gamma=\left\langle\mathbf{e} \mathbf{R}_{1}+\mathbf{e} \mathbf{R}_{2}+\mathbf{e}_{1}^{\prime}+\mathbf{e}_{2}^{\prime}, \mathbf{G}^{-1}\left(\mathbf{w}^{\mathbf{T}}\right)\right\rangle+2 q\left(\frac{1}{2}+\frac{\Delta}{d}\right) \quad \bmod q
$$

thus if $\left\langle\mathbf{e} \mathbf{R}_{1}+\mathbf{e} \mathbf{R}_{2}+\mathbf{e}_{1}^{\prime}+\mathbf{e}_{2}^{\prime}, \mathbf{G}^{-1}\left(\mathbf{w}^{\mathbf{T}}\right)\right\rangle+2 \frac{q}{d} \Delta<\frac{q}{4}$, we have $u=\left\lfloor\frac{\gamma}{q / 2}\right\rceil=0$

Homomorphic multiplication: In order for the ciphertext multiplication corresponding to the plaintext multiplication to be closed on $\{0, q\}$, we need $\frac{q^{2}}{d}=\frac{q}{d} \bmod q$ (this is why we set $q=1 \bmod d$ ). Thus, for any $a \in \frac{q}{d} \mathbb{Z}$, it holds that $q a=a \bmod q, q^{2} \cdot \mathbf{G}=q \cdot \mathbf{G} \bmod q$. Let:

$$
\begin{aligned}
\mathbf{C}_{\text {mult }}=\mathbf{C}_{1} \cdot \mathbf{G}^{-1}\left(\mathbf{C}_{2}\right) & =\binom{\mathbf{A}}{\mathbf{b}} \mathbf{R}_{1} \mathbf{G}^{-1}\left[\binom{\mathbf{A}}{\mathbf{b}} \mathbf{R}_{2}+\binom{\mathbf{0}}{\mathbf{e}_{2}^{\prime}}\right]+u_{2}\binom{\mathbf{A}}{\mathbf{b}} \mathbf{R}_{1} \\
& +\left(\begin{array}{c}
\mathbf{0} \\
\left.\mathbf{e}_{1}^{\prime} \mathbf{G}^{-1}\left[\binom{\mathbf{A}}{\mathbf{b}} \mathbf{R}_{2}+\binom{\mathbf{0}}{\mathbf{e}_{2}^{\prime}}\right]\right)+u_{2}\binom{\mathbf{0}}{\mathbf{e}_{1}^{\prime}} \\
\\
\end{array}+u_{1}\binom{\mathbf{A}}{\mathbf{b}} \mathbf{R}_{2}+u_{1}\binom{\mathbf{0}}{\mathbf{e}_{2}^{\prime}}+u_{1} u_{2} \mathbf{G}\right.
\end{aligned}
$$

Let $\mathbf{M}=\binom{\mathbf{A}}{\mathbf{b}} \mathbf{R}_{1} \mathbf{G}^{-1}\left[\binom{\mathbf{A}}{\mathbf{b}} \mathbf{R}_{2}+\binom{\mathbf{0}}{\mathbf{e}_{2}^{\prime}}\right]+\left(\mathbf{e}_{1}^{\prime} \mathbf{G}^{-1}\left[\binom{\mathbf{A}}{\mathbf{b}} \mathbf{R}_{2}+\binom{\mathbf{0}}{\mathbf{e}_{2}^{\prime}}\right]\right)$
we have

$$
\begin{aligned}
\gamma=\mathbf{t} \mathbf{C}_{\mathrm{mult}} \mathbf{G}^{-1}\left(\mathbf{w}^{T}\right) & =\left\langle\mathbf{t} \mathbf{M}+u_{2} \mathbf{e} \mathbf{R}_{1}+u_{2} \mathbf{e}_{1}^{\prime}\right. \\
& \left.+u_{1} \mathbf{e} \mathbf{R}_{2}+u_{1} \mathbf{e}_{2}^{\prime}, \quad \mathbf{G}^{-1}\left(\mathbf{w}^{T}\right)\right\rangle+u_{1} u_{2} \mathbf{t} \mathbf{G G}^{-1}\left(\mathbf{w}^{T}\right)
\end{aligned}
$$

- if $u_{1}=u_{2}=0$ and $\left\langle\mathbf{t M}, \mathrm{G}^{-1}\left(\mathbf{w}^{T}\right)\right\rangle \leq \frac{q}{4}$, it holds that $\left\lfloor\frac{\gamma}{q / 2}\right\rceil=0$
- if $u_{1}=q, u_{2}=0$ (vice versa) and :

$$
\left\langle\mathbf{t M}+\mathbf{e} \mathbf{R}_{2}+\mathbf{e}_{2}^{\prime}, \quad \mathbf{G}^{-1}\left(\mathbf{w}^{T}\right)\right\rangle \leq \frac{q}{4}
$$

it holds that $\left\lfloor\frac{\gamma}{q / 2}\right\rceil=0$

- if $u_{1}=u_{2}=q$, we have :

$$
\gamma=\underbrace{\left\langle\mathbf{t} \mathbf{M}+\mathbf{e} \mathbf{R}_{1}+\mathbf{e}_{1}^{\prime}+\mathbf{e} \mathbf{R}_{2}+\mathbf{e}_{2}^{\prime}, \quad \mathbf{G}^{-1}\left(\mathbf{w}^{T}\right)\right\rangle+\frac{q}{d} \Delta}_{\text {Error }}+\frac{q}{2}
$$

and Error $\leq \frac{q}{4}$, it holds that $\left\lfloor\frac{\gamma}{q / 2}\right\rceil=1$

### 6.4 Security under Semi-malicious adversary

We note that the auxiliary key of $i$ is $\mathrm{Auxk}_{i}=\left\{\mathbf{b}_{i, j}=\mathbf{s}_{i} \mathbf{A}_{j}+\mathbf{e}_{j}\right\}_{j \in[k] / i}$, where $\left\{\mathbf{A}_{j}\right\}_{j \in[k] / i}$ is generated by other $k-1$ parties, under the semi-honest adversary, $\left\{\mathbf{A}_{j}\right\}_{j \in[k] / i}$ is uniform over $\frac{q}{d} \mathbb{Z}_{d}^{n \times m}$. Under the rational-DLWE ${ }_{n, m, d, q, \chi}$ assumption, Auxk ${ }_{i}$ is indistinguishable from the uniform, and the security of the scheme is obvious at this time.

However, under the semi-malicious adversary, $\left\{\mathbf{A}_{j}\right\}_{j \in[k] / i}$ may not be uniform, and the conditional distributions $\mathbf{s}_{i} \mid\left\{\mathbf{b}_{i, j}\right\}_{j \in[k] / i}$ and $\mathbf{s}_{i}$ may be quite different. In order to cover this active leakage model, we need to assume that the average min-entropy $\tilde{H}_{\infty}\left(\mathbf{s}_{i} \mid\left\{\mathbf{b}_{i, j}\right\}_{j \in[k] / i}\right)$ of $\mathbf{s}_{i}$ is large enough, we have the following result :

Lemma 9 Let $\mathbf{A}_{i} \in \frac{q}{d} \mathbb{Z}_{d}^{n \times m}$ be uniform, and $\left\{\mathbf{A}_{j}\right\}_{j \in[k] / i}$ be chosen by a rushing adversary after seeing $\mathbf{A}_{i}$. Let $\mathbf{s}_{i} \leftarrow \mathbb{Z}_{d}^{n}, \chi$ be a discrete Gaussian distribution over $\frac{q}{d} \mathbb{Z}$, $\mathbf{e}_{j} \leftarrow \chi^{m}$, and $\left\{\mathbf{b}_{i, j}=\mathbf{s}_{i} \mathbf{A}_{j}+\mathbf{e}_{j}\right\}_{j \in[k] / i}$. Assuming $\tilde{H}_{\infty}\left(\mathbf{s}_{i} \mid\left\{\mathbf{b}_{i, j}\right\}_{j \in[k] / i}\right) \geq n$, and dual-Regev encryption is circular security with public key $(\mathbf{B}, \mathbf{t}), \mathbf{B} \leftarrow \frac{q}{d} \mathbb{Z}_{d}^{n \times r}, \mathbf{t}=\mathbf{s}_{i} \mathbf{B}$ $\bmod q, r=\frac{n-\omega(\log n)}{\log d}$, then it holds that $\left(\mathbf{A}_{i},\left\{\mathbf{b}_{i, j}\right\}_{j \in[k] / i}, \mathbf{C}\right)$ and $\left(\mathbf{A}_{i},\left\{\mathbf{b}_{i, j}\right\}_{j \in[k] / i}, \mathbf{U}\right)$, where $\mathbf{C}$ is the ciphertext of party $i, \mathbf{U} \leftarrow \frac{q}{d} \mathbb{Z}_{d}^{(n+1) \times(n+1) l}$, are (jointly) computational indistinguishable.

Proof. Let $\mathbf{C}=\binom{\mathbf{C}_{0}}{\mathbf{c}_{1}}=\binom{\mathbf{A}_{i}}{\mathbf{b}_{i, i}} \mathbf{R}+\binom{\mathbf{0}}{\mathbf{e}^{\prime}}$, for $\mathbf{b}_{i, i}=\mathbf{s}_{i} \mathbf{A}_{i}+\mathbf{e}$, it holds that $\mathbf{c}_{1}=\mathbf{s}_{i} \mathbf{A}_{i} \mathbf{R}+\mathbf{e R}+\mathbf{e}^{\prime}=\mathbf{s}_{i} \mathbf{C}_{0}+\mathbf{e R}+\mathbf{e}^{\prime}$. By our parameter settings, we have $\left\|\mathbf{e R} / \mathbf{e}^{\prime}\right\|=\operatorname{negl}(\lambda)$, thus :

$$
\left(\mathbf{A}_{i,},\left\{\mathbf{b}_{i, j}\right\}_{j \in[k] / i},\binom{\mathbf{C}_{0}}{\mathbf{c}_{1}}\right) \approx_{s}\left(\mathbf{A}_{i},\left\{\mathbf{b}_{i, j}\right\}_{j \in[k] / i},\binom{\mathbf{C}_{0}}{\mathbf{s}_{i} \mathbf{C}_{0}+\mathbf{e}^{\prime}}\right)
$$

Using the leftover hash lemma with $\mathbf{A}_{i}$ as seed and $\mathbf{R}$ as source, we have $\left(\mathbf{A}_{i}, \mathbf{C}_{0}\right) \approx_{s}\left(\mathbf{A}_{i}, \mathbf{Z}\right)$, where $\mathbf{Z} \leftarrow \frac{q}{d} \mathbb{Z}_{d}^{n \times(n+1) l}$, thus :

$$
\left(\mathbf{A}_{i,},\left\{\mathbf{b}_{i, j}\right\}_{j \in[k] / i},\binom{\mathbf{C}_{0}}{\mathbf{s}_{i} \mathbf{C}_{0}+\mathbf{e}^{\prime}}\right) \approx_{s}\left(\mathbf{A}_{i,},\left\{\mathbf{b}_{i, j}\right\}_{j \in[k] / i}\binom{\mathbf{Z}}{\mathbf{s}_{i} \mathbf{Z}+\mathbf{e}^{\prime}}\right)
$$

We note that $\mathbf{Z}$ is independent of $\mathbf{s}_{i}$, as $\mathbf{C}_{0}$ is generated after $\mathbf{s}_{i} \mid\left\{\mathbf{b}_{i, j}\right\}$. Assuming $\tilde{H}_{\infty}\left(\mathbf{s}_{i} \mid\left\{\mathbf{b}_{i, j}\right\}_{j \in[k] / i}\right) \geq n$, let $r=\frac{n-\omega(\log n)}{\log d}$ and dual-Regev encryption is circular security. By Theorem4, it holds that :

$$
\left(\mathbf{A}_{i,},\left\{\mathbf{b}_{i, j}\right\}_{j \in[k] / i},\binom{\mathbf{Z}}{\mathbf{s}_{i} \mathbf{Z}+\mathbf{e}^{\prime}}\right) \approx_{c}\left(\mathbf{A}_{i,},\left\{\mathbf{b}_{i, j}\right\}_{j \in[k] / i},\binom{\mathbf{Z}}{\mathbf{z}}\right)
$$

where $\mathbf{z} \leftarrow \mathbb{Z}_{d}^{(n+1) l}$, $\operatorname{Thus}\left(\mathbf{A}_{i},\left\{\mathbf{b}_{i, j}\right\}_{j \in[k] / i}, \mathbf{C}\right)$ and $\left(\mathbf{A}_{i},\left\{\mathbf{b}_{i, j}\right\}_{j \in[k] / i}, \mathbf{U}\right)$, are (jointly) computational indistinguishable.

Remark: Note that the premise of the above result is that $\tilde{H}_{\infty}\left(\mathbf{s}_{i} \mid\left\{\mathbf{b}_{i, j}\right\}_{j \in[k] / i}\right) \geq$ $n$, where $\mathbf{b}_{i, j}=\mathbf{s}_{i} \mathbf{A}_{j}+\mathbf{e}_{j}$. Assuming $i=1$, we have

$$
\left(\mathbf{b}_{1,2}, \mathbf{b}_{1,3}, \cdots, \mathbf{b}_{1, k}\right)=\mathbf{s}_{1}\left(\mathbf{A}_{2}\left|\mathbf{A}_{3}\right| \cdots \mid \mathbf{A}_{k}\right)+\left(\mathbf{e}_{2}\left|\mathbf{e}_{3}\right| \cdots \mid \mathbf{e}_{k}\right) .
$$

Let $\overline{\mathbf{A}}=\left(\mathbf{A}_{2}\left|\mathbf{A}_{3}\right| \cdots \mid \mathbf{A}_{k}\right), \overline{\mathbf{e}}=\left(\mathbf{e}_{2}\left|\mathbf{e}_{3}\right| \cdots \mid \mathbf{e}_{k}\right)$, by lemma8, if $0<\sigma<\frac{q}{2 \sqrt{m(k-1)}}$ we have

$$
\begin{equation*}
\tilde{H}_{\infty}\left(\mathbf{s}_{i} \mid \mathbf{s}_{i} \overline{\mathbf{A}}+\overline{\mathbf{e}}\right) \geq-\log \left(\frac{1}{\rho_{\sigma}\left(\Lambda_{q}(\overline{\mathbf{A}})\right)}+2^{-m(k-1)}\right) \tag{2}
\end{equation*}
$$

By lemma6, if $\operatorname{rank}\left(\Lambda_{q}(\overline{\mathbf{A}}) \cap \gamma \mathcal{B}\right) \geq \frac{n}{2}$ and $\sigma>4 \gamma$, then it holds that $\rho_{\sigma}\left(\Lambda_{q}(\overline{\mathbf{A}})>2^{n+2}\left(\right.\right.$ satisfying $\frac{1}{\rho_{\sigma}\left(\Lambda_{q}(\overline{\mathbf{A}})\right)} \leq 2^{-n}-2^{m(k-1)}$, thus $\tilde{H}_{\infty}\left(\mathbf{s}_{i} \mid\left\{\mathbf{b}_{i, j}\right\}_{j \in[k] / i}\right) \geq$ n).

We observe from [5] that one way to satisfy $\operatorname{rank}\left(\Lambda_{q}(\overline{\mathbf{A}}) \cap \gamma \mathcal{B}\right) \geq \frac{n}{2}$ is to make $\overline{\mathbf{A}}$ have structure as

$$
\overline{\mathbf{A}}=\left(\begin{array}{c|c|c|c}
\mathbf{B}_{2} & \mathbf{B}_{3} & \cdots & \mathbf{B}_{k} \\
\mathbf{S B}_{2}+\mathbf{E}_{2} & \mathbf{S B}_{3}+\mathbf{E}_{3} & \cdots & \mathbf{S B}_{k}+\mathbf{E}_{k}
\end{array}\right)
$$

(The work [5] constructed the Unbounded MPC protocol and uses it to against semi-malicious receivers). Thus it holds that :

Let $\mathbf{B}_{i} \leftarrow \frac{q}{d} \mathbb{Z}_{d}^{\frac{n}{2} \times m}, \mathbf{S} \leftarrow \mathbb{Z}_{d}^{\frac{n}{2} \times \frac{n}{2}}, \mathbf{E}_{i} \leftarrow \bar{\chi}^{\frac{n}{2} \times m}, \bar{\chi}$ be defined over $\frac{q}{d} \mathbb{Z}$ with standard deviation $\bar{\sigma}$ satisfying $\sqrt{m(k-1)} \cdot \bar{\sigma} \leq \gamma$, it holds that $\operatorname{rank}\left(\Lambda_{q}(\overline{\mathbf{A}}) \cap \gamma \mathcal{B}\right) \geq$ $\frac{n}{2}$, further on $\sigma>4 \gamma$, we have $\tilde{H}_{\infty}\left(\mathbf{s}_{i} \mid \mathbf{s}_{i} \overline{\mathbf{A}}+\overline{\mathbf{e}}\right)>n$. Let $\bar{\sigma}>2 \sqrt{n}$, by rational-DLWE ${ }_{\frac{1}{2}, m, d, q, \bar{\chi}}$, $\overline{\mathrm{A}}$ looks random.

Put things together: In this subsection, we bring together the previous parameter requirements, in particular the range of standard deviations for several discrete Gaussian distributions. By Lemma 8, for (2) holds, we need $0<\sigma<$ $\frac{q}{2 \sqrt{m(k-1)}}$. In order to make $\operatorname{rank}\left(\Lambda_{q}(\overline{\mathbf{A}}) \cap \gamma B\right)>\frac{n}{2}$ and $\tilde{H}_{\infty}(\mathbf{s} \mid \mathbf{s} \overline{\mathbf{A}}+\overline{\mathbf{e}})>n$, we need $\sqrt{m(k-1)} \bar{\sigma}<\gamma$ and $\sigma>4 \gamma$, and $\bar{\sigma}>2 \sqrt{n}$ in order to make $\overline{\mathbf{A}}$ looks random. In Lemma9, we require $\left\|\mathbf{e R} / \mathbf{e}^{\prime}\right\|_{\infty}=\operatorname{negl}(\lambda)$.

To sum up, we get the parameters of $\bar{\chi}$ and $\chi$ respectively as follows :

$$
\begin{equation*}
\bar{\sigma}>2 \sqrt{n}, \quad 8 \sqrt{m n(k-1)}<\sigma<\frac{q}{2 \sqrt{m(k-1)}} \tag{3}
\end{equation*}
$$

and $\chi^{\prime}$ is a uniform distribution over $\left[-2^{\lambda} \sigma, 2^{\lambda} \sigma\right]$.

### 6.5 Ciphertext expansion

In order to convert the ciphertext under different keys into ciphertext under the same key, the GSW-type ciphertext needs to take a so-called "ciphertext expansion" operation. The private key corresponding to the expanded ciphertext is private key concatenation. A typical ciphertext expansion was the masking scheme defined in [33] [35] [20] : for any ciphertext $\mathbf{C}=\binom{\mathbf{A}}{\mathbf{b}} \mathbf{R}+u \mathbf{G}$ to be expanded(the corresponding private key was $\mathbf{t}$ ), input any $\mathbf{v} \in \mathbb{Z}_{q}^{m}$ and the ciphertext of random matrix $\mathbf{R}$, the masking scheme applied the homomorphic property of the GSW scheme to output the ciphertext $\mathbf{X} \in \mathbb{Z}_{q}^{(n+1) \times(n+1) l}$ of $\mathbf{v R}$ under $\mathbf{t}$ (satisfying $\mathbf{t} \mathbf{X} \approx \mathbf{v R}$ ), where the function of $\mathbf{X}$ is to eliminate the redundant items produced by decrypting $\mathbf{C}$ with other party's private key $\mathbf{t}^{\prime}$.

We note that above masking scheme works for our variant as well, simply because the encryption and decryption formulas are identical and all follows the GSW ciphertext structure(except with our scheme is defined over $\frac{q}{d} \mathbb{Z}$ ). Below, for completeness, we informally describe the process of ciphertext expansion.

A masking scheme for GSW ciphertext (defined in [33] [20] adapted to our scheme) : There exist a pair of algorithm (UniEnc, Extend)

- UniEnc $(u, \mathrm{pk}):$ On input a message $u \in\{0, q\}$ and a public key $\mathbf{t}$ of our scheme, it output a pair $(\mathcal{U}, \mathbf{C})$, where $\mathbf{C} \in \frac{q}{d} \mathbb{Z}_{d}^{(n+1) \times(n+1) l}$ and $\mathcal{U} \in\{0,1\}^{*}$
- Extend $(\mathcal{U}, \mathbf{C}, \mathbf{v}):$ On input $\mathcal{U}, \mathbf{C}$ and $\mathbf{v} \in \frac{q}{d} \mathbb{Z}_{d}^{m}$, it output $\mathbf{X} \in \frac{q}{d} \mathbb{Z}_{d}^{(n+1) \times(n+1) l}$.

Let $u_{i, j} \in\{0, q\}$ be the encode of an item of $\mathbf{R}[i, j]$ (row $i$, column $j$ of $\mathbf{R}$ ), and $\mathcal{U} \in\{0,1\}^{*}$ be the ciphertext of $\mathbf{R}$ under $\mathbf{t}, \mathbf{v} \in \frac{q}{d} \mathbb{Z}_{d}^{m}$ be any vector, the correctness of above scheme guarantees that $\mathbf{t} \mathbf{X}=\mathbf{v} \mathbf{R}+\mathbf{e}_{\mathbf{X}}$, which $\left\|\mathbf{e}_{\mathbf{X}}\right\|_{\infty}$ is bounded by $(n+1)^{4} l^{4} B_{\chi}$

$$
\text { When } k=2 \text {, let } \overline{\mathbf{C}}=\binom{\mathbf{C} \mathbf{X}}{\mathbf{C}} \in \frac{q}{d} \mathbb{Z}_{d}^{2(n+1) \times 2(n+1) l} \text {, be the expanded cipher- }
$$ text of our scheme under public key $\mathbf{t}_{1}$, let $\mathbf{t}_{2}$ be another public key, it holds that :

$$
\begin{aligned}
\left(\mathbf{t}_{1}, \mathbf{t}_{2}\right) \overline{\mathbf{C}} & =\left(\mathbf{t}_{1} \mathbf{C} \mid \mathbf{t}_{1} \mathbf{X}+\mathbf{t}_{2} \mathbf{C}\right) \\
& \approx\left(u \mathbf{t}_{1} \mathbf{G} \mid \mathbf{t}_{1} \mathbf{X}+\left(\mathbf{b}_{2,1}-\mathbf{b}_{1,1}\right) \mathbf{R}+u \mathbf{t}_{2} \mathbf{G}\right)
\end{aligned}
$$

In above masking scheme, we can set $\mathbf{v}=\mathbf{b}_{1,1}-\mathbf{b}_{2,1}$, where $\mathbf{b}_{2,1}$ is the auxiliary key of party 2 and let $\mathcal{U}$ be the ciphertext of $\mathbf{R}$, then it holds that $\mathbf{t}_{1} \mathbf{X} \approx$ $\left(\mathbf{b}_{1,1}-\mathbf{b}_{2,1}\right) \mathbf{R}$, thus :

$$
\left(\mathbf{t}_{1}, \mathbf{t}_{2}\right) \overline{\mathbf{C}} \approx u\left(\mathbf{t}_{1}, \mathbf{t}_{2}\right)\left(\begin{array}{ll}
\mathbf{G} & \\
& \mathbf{G}
\end{array}\right)
$$

Thus $\overline{\mathbf{C}}=\left(\begin{array}{r}\mathbf{C} \\ \mathbf{X} \\ \mathbf{C}\end{array}\right)$ is the expanded ciphertext of $\mathbf{C}$ with only two parties. The above process can be extended to $k$ parties. At this time, the expanded
ciphertext of $\mathbf{C}$ is:

$$
\overline{\mathbf{C}}=\left(\begin{array}{ccc}
\mathbf{C} & \mathbf{X}_{1} & \cdots \\
& \mathbf{X}_{k-1} \\
& \mathbf{C} & \\
\\
& \cdots & \\
& & \\
\mathbf{C}
\end{array}\right) \in \frac{q}{d} \mathbb{Z}_{d}^{k(n+1) \times k(n+1) l}
$$

where the corresponding key is $\left(\mathbf{t}_{1}, \cdots, \mathbf{t}_{k}\right)$, and $\left\{\mathbf{X}_{i}\right\}_{i \in[k-1]}$ satisfying $\mathbf{t}_{1} \mathbf{X}_{i} \approx$ $\left(\mathbf{b}_{1,1}-\mathbf{b}_{i+1,1}\right) \mathbf{R}$.

Homomorphic addition and multiplication : Let $\overline{\mathbf{C}}_{1}, \overline{\mathbf{C}}_{2}$ be the ciphertext after ciphertext expansion, $\overline{\mathbf{t}}=\left(\mathbf{t}_{1}, \mathbf{t}_{2}, \cdots, \mathbf{t}_{k}\right)$ and $\overline{\mathbf{G}}=\left(\begin{array}{llll}\mathbf{G} & & & \\ & \mathbf{G} & & \\ & \ldots & \\ & & \mathbf{G}\end{array}\right) \in\left(\mathbb{Z}_{q}+\right.$ $\left.\frac{1}{d} \mathbb{Z}_{d}\right)^{k(n+1) l \times k(n+1) l}$

- $\mathbf{C}_{\text {add }} \leftarrow \operatorname{Add}\left(\overline{\mathbf{C}}_{1}, \overline{\mathbf{C}}_{2}\right):$ Input ciphertext $\overline{\mathbf{C}}_{1}, \overline{\mathbf{C}}_{2}$ output $\mathbf{C}_{\text {add }}=\overline{\mathbf{C}}_{1}+\overline{\mathbf{C}}_{2}$, it holds that : $\overline{\mathbf{t}} \cdot \mathbf{C}_{\text {add }} \approx\left(u_{1}+u_{2}\right) \overline{\mathbf{t}} \overline{\mathbf{G}}$
$-\mathbf{C}_{\text {mult }} \leftarrow$ mult $\left(\overline{\mathbf{C}}_{1}, \overline{\mathbf{C}}_{2}\right):$ Input ciphertext $\overline{\mathbf{C}}_{1}, \overline{\mathbf{C}}_{2}$ output $\mathbf{C}_{\text {mult }}=\overline{\mathbf{C}}_{1} \cdot \mathbf{G}^{-1}\left(\overline{\mathbf{C}}_{2}\right)$, it holds that : $\overline{\mathbf{t}} \cdot \mathbf{C}_{\text {mult }} \approx u_{1} u_{2} \overline{\mathbf{t}} \overline{\mathrm{G}}$

Accumulation of noise : Here, we estimate the noise accumulation by the evaluation of expanded ciphertext. Let $\overline{\mathbf{C}}_{1}$ be the expanded ciphertext of $\mathbf{C}_{1}$, we have :

$$
\begin{aligned}
\overline{\mathbf{t}} \overline{\mathbf{C}} & =\left(\mathbf{t}_{1}, \mathbf{t}_{2}, \cdots, \mathbf{t}_{k}\right)\left(\begin{array}{ccc}
\mathbf{C}_{1} & \mathbf{X}_{1} & \cdots \\
& \mathbf{X}_{k-1} \\
& \mathbf{C}_{1} & \\
& & \\
& & \\
& & \mathbf{C}_{1}
\end{array}\right) \\
& =\left(\mathbf{t}_{1} \mathbf{C}_{1}\left|\mathbf{t}_{1} \mathbf{X}_{1}+\mathbf{t}_{2} \mathbf{C}_{1}\right| \cdots \mid \mathbf{t}_{1} \mathbf{X}_{k-1}+\mathbf{t}_{k} \mathbf{C}_{1}\right) \\
& =\left(\mathbf{e} \mathbf{R}+\mathbf{e}^{\prime}\left|\mathbf{e} \mathbf{R}+\mathbf{e}^{\prime}+\mathbf{e}_{\mathbf{X}}\right| \cdots \mid \mathbf{e R}+\mathbf{e}^{\prime}+\mathbf{e}_{\mathbf{X}}\right)+u_{1} \overline{\mathbf{t}} \overline{\mathbf{G}} \\
& =\mathbf{e}_{\text {init }}+u_{1} \overline{\overline{\mathbf{t}} \mathbf{G}}
\end{aligned}
$$

Therefore, the initial noise $\left\|\mathbf{e}_{\text {init }}\right\|_{\infty}$ obtained by decrypting $\overline{\mathbf{C}}_{1}$ is bounded by $\left(m+(n+1)^{4} l^{4}\right) B_{\chi}+B_{\chi^{\prime}}$. Suppose the multiplication depth of the circuit to be evaluated is $L$ (The noise caused by multiplication grows much faster than addition, so generally only multiplication is counted), according to the noise analysis of GSW in [24], the noise $\mathbf{e}_{L}$ after $L$ depth circuit evaluation in $\overline{\mathbf{C}}_{L}$, is bounded by $(k(n+1) l)^{L} \mathbf{e}_{\text {init }}$. Let $\overline{\mathbf{w}}^{T}=\left(0, \cdots, 0, \frac{\left\lfloor\frac{d}{d}\right\rceil}{d}\right) \in \frac{1}{d} \mathbb{Z}_{d}^{k(n+1)}$, we have :

$$
\overline{\mathfrak{t}} \overline{\mathbf{C}}_{L} \mathbf{G}^{-1}\left(\overline{\mathbf{w}}^{T}\right)=\left\langle\mathbf{e}_{L}, \mathbf{G}^{-1}\left(\overline{\mathbf{w}}^{T}\right\rangle+\frac{u}{2}+\frac{u}{d} \Delta .\right.
$$

For correctness hold, it requires: $\left\langle\mathbf{e}_{L}, \mathbf{G}^{-1}\left(\overline{\mathbf{w}}^{T}\right\rangle+\frac{u}{d} \Delta \leq \frac{q}{4}\right.$, by our parameter settings and equation( 3 ), $k, n=\operatorname{poly}(\lambda), l=\log q d, m=n \log d, B_{\chi}, B_{\chi^{\prime}}$ are
bounded by $\frac{q}{d} \sigma$ and $2^{\lambda} \cdot \frac{q}{d} \sigma$ respectively, we have :

$$
\begin{equation*}
\left\langle\mathbf{e}_{L}, \mathbf{G}^{-1}\left(\overline{\mathbf{w}}^{T}\right\rangle+\frac{u}{d} \Delta \leq(k(n+1) l)^{L}\left(\left(m+(n+1)^{4} l^{4}\right) B_{\chi}+B_{\chi^{\prime}}\right) \log d+\frac{q}{d}\right. \tag{4}
\end{equation*}
$$

One can observe that decryption works correctly for some for some $d=2^{O(\lambda L)}$, $q=\operatorname{poly}(\lambda) \cdot 2^{O(\lambda L)}$, it holds that $(4) \leq \frac{q}{4}$.
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## Appendix

## A Averaging argument

In layman's terms, for any random variable $X$, if the expectation of $X$ is at least $\rho$, then there must be a value of $X$ that is at least $\rho$. Namely:

$$
\operatorname{Exp}[X] \geq \rho \Longrightarrow \operatorname{Pr}[X \geq \rho]>0
$$

see details:https://www.cs.princeton.edu/courses/archive/spr06/cos522/ averaging.pdf
Claim 2 If everyone likes at least $\frac{1}{3}$ of the books in the library, then there is a book in the library that at least $\frac{1}{3}$ of the people like.
Proof. Suppose the number of people and books are $N, B$, respectively. Ask everyone to mark their favorite book with a red dot. Thus, the red dot mark in the book in the library has at least $\frac{N B}{3}$. Now assuming that there is no book that is liked by at least $\frac{1}{3}$ of the people, thus the amount of red dot marks in each book is less than $\frac{N}{3}$, which will cause the total number of red dot marks in books in the library to be less than $\frac{N B}{3}$, contradiction.


[^0]:    3 JC : Here the definition of $\bmod$ has been extended to take the remainder of a rational number to an integer

