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#### Abstract

One-way key chains or ratchets play a vital role in numerous important security protocols such as TLS 1.3, QUIC, Signal, MLS, EDHOC, and OSCORE. Despite the crucial role they play, very little is known about their security properties. This paper categorizes and examines different key chain constructions, offering a comprehensive overview of their security. Our analysis reveals notable distinctions among the number of collisions occurring within chains, between chains, and between a chain and a random set. Notably, the type of key chain used in protocols such as TLS 1.3 and Signal exhibit a significant number of weak keys, an unexpectedly high rate of key collisions surpassing birthday attack expectations, and a predictable shrinking key space susceptible to novel Time-Memory Trade-Off (TMTO) attacks with complexity $\leq N^{1 / 3}$. Consequently, the security level provided by e.g., TLS 1.3 is significantly lower than anticipated based on key sizes. To address these concerns, we analyze the aforementioned protocols and provide numerous concrete recommendations for enhancing their security, as well as guidance for future security protocol design.
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## 1 Introduction

Transport Layer Security (TLS) is widely regarded as the most important security protocol in the information and communications technology industry. Its latest version, TLS 1.3 [45], has been widely adopted and serves as the default version on the web and in various industries. Furthermore, several other crucial protocols, including QUIC [22,54], EAP-TLS 1.3 [44], DTLS 1.3 [46], DTLS-SRTP [32], and DTLS/SCTP $[56,57]$ rely on the TLS 1.3 handshake. Recognizing its significance, the US National Institute of Standards and Technology (NIST) mandates support for TLS 1.3 since January 1, 2024 [33].

The Signal protocol [51] enjoys widespread popularity for end-to-end encryption of voice calls and instant messaging conversations. Apart from the Signal
messaging service itself, the Signal protocol is employed by WhatsApp, Meta Messenger, and Google Messages. The Signal messaging service has received official approval for use by the U.S. Senate and is recommended for the staff at the European Commission, further solidifying its reputation as a trusted and reliable secure communication solution.

TLS 1.3 and the Signal protocol both leverage symmetric key ratchets to facilitate efficient rekeying and forward secrecy without Diffie-Hellman. These key ratchets use a deterministic Key Derivation Function (KDF), denoted as $H()$. In this process, the current key $k$ is regularly updated and replaced by applying $k=H(k)$, establishing a sequence of keys known as a key chain, denoted as $k_{0}, k_{1}, k_{2}, \ldots$ Inspired by Signal and TLS 1.3, several standardized or standardization-pending protocols, such as MLS [3], EDHOC [47], and OSCORE key update [21], also incorporate symmetric key ratchets. While DTLS 1.3 and QUIC employs the same type of chain as TLS 1.3 and Signal, MLS utilizes counters in its chains, OSCORE uses a randomized chain, and EDHOC uses an application-provided context, allowing the application to influence the type of chain. It is well-known [27] that the type of hash chains utilized in TLS 1.3 and Signal, in some aspects, behaves like a set of uniformly sampled keys. However, it was only recently recognized [42] that symmetric key ratchets with too small states give rise to notable security issues. The impact of different chain constructions on the security properties of the chain and the security protocols employing them remains unknown.

Through our comprehensive analysis, we categorize and assess various key chain constructions, conducting an in-depth exploration of their security properties. This examination reveals notable distinctions in the number of collisions occurring within chains, between chains, and between a chain and a random set. Our findings unveil critical aspects concerning the type of key chain employed for example in TLS 1.3 and the Signal protocol. We identify a substantial presence of weak keys, an unexpected number of key collisions surpassing the standard birthday attack expectations, and that the predictable shrinking key space can be exploited in novel Time-Memory Trade-Off (TMTO) attacks with complexity $T=M=D \leq N^{1 / 3}$ where $N$ is the state space. The type of chain used in MLS has better properties for short chains; however, it provides zero bits of security against precomputation attacks if the chain length is unbounded. The chain in MLS is bounded. The new TMTO attacks improves previous work by Babbage-Golić [2, 17], Biryukov-Shamir [7], and Hong-Kim [20]. Our findings show that the security issues with the types of key chains employed in TLS 1.3, Signal, MLS, and EDHOC are considerably worse than suggested by [42]. We recommend that the type of key chain used in TLS 1.3 and Signal is phased out in existing protocols and not used in future protocols.

As a result, (D)TLS 1.3, QUIC, Signal, MLS, EDHOC, and OSCORE provide a significantly lower level of security than anticipated based solely on their AEAD key sizes. When used with key update, the popular TLS 1.3 cipher suite TLS_CHACHA20_POLY1305_SHA256 has a high fraction of weak keys, a key space significantly smaller than the expected security level, and is vulnerable to a trivial
attack that finds a key collision with time complexity $m / 2^{256}$ where $m$ is number of key updates. If the number of key updates is unbounded, the security level against Time-Memory-Tradeoff (TMTO) attacks is not more than one third of the state size implying that most TLS 1.3 cipher suites only provide $\leq 85$ bits of security. A time complexity of $2^{85}$ operations are well within the capabilities of current supercomputers [55] and distributed systems [9]. Attacks with similar complexity apply to Signal and EDHOC. Based on the aforementioned findings, we have developed several concrete recommendations for Signal, MLS, EDHOC, OSCORE, and protocols based on TLS 1.3. These recommendations aim to address the identified vulnerabilities and enhance the security of these and future security protocols. We stress that one-way key chains or ratchets should not be seen as general replacements for periodic rekeying with ephemeral key exchange in long-lived connections.

This work was inspired by and builds upon [42] which explored various aspects of the key update mechanisms in TLS 1.3 and Signal, demonstrating their modeling as non-additive synchronous stream ciphers. The introduction and preliminaries sections significantly borrow, with permission, from [42]. In Section Sect. 3, we present a comprehensive analysis of the security properties of one-way key chains and discuss their implications for TLS 1.3 and Signal. Our results can be summarized as follows:

- In Sect. 3.1, we introduce a systematic categorization of key chains and propose a novel type of key chain based on one-way permutations.
- Sect. 3.2 demonstrates that both TLS 1.3 and the Signal protocol suffer from a significant number of weak key.
- Sect. 3.3 reveals that the number of key collisions in TLS 1.3 and Signal is considerably higher than expected from the birthday attack, and that collisions compromise replay protection.
- In Sect. 3.4 and Sect. 3.5 we analyze how fast key space sizes for various types of key chains shrink, presenting new iterative and explicit formulas.
- Sect. 3.6 describes new single- and multi-connection TMTO attacks for stream ciphers with predictable shrinking states, akin to the ratchets in TLS 1.3, Signal, and MLS. We derive security requirements for all types of chains, relating chain state size $n$, security level $\lambda$, and maximum chain length $\ell$.
- In Sect. 3.7, we compare the security properties of different types of chains.
- In Sects. 4 and 5, we conduct a more in-depth analysis of TLS 1.3, DTLS 1.3, QUIC, Signal, MLS, EDHOC, and OSCORE, presenting a comprehensive set of concrete recommendations for each protocol.
- Appendices A and B analyses collisions between multiple key chains and propose a construction to expand the state space of $\rho-, \xi^{-}$, and $\omega$-chains.


## 2 Preliminaries

### 2.1 Signal Protocol and the Symmetric-Key Ratchet

The following is a summary of Section 2.1 in [42]. For more detailed information, refer to $[6,11,42]$ or the Signal technical specification [51]. Note that the Signal
technical specification [51] does not aim for interoperability between different implementations and therefore has fewer details than e.g., the TLS 1.3 specification [45]. The Signal protocol utilizes a chain of 256 -bit keys $k_{0}, k_{1}, k_{2}, \ldots$ derived from the initial chain key $k_{0}$ to secure all future messages transmitted in a single direction until the Diffie-Hellman ratchet is used again. The decision on when to use the Diffie-Hellman ratchet to derive a new initial chain key $k_{0}$ is implementation-specific. Each message $i$ is encrypted using a 256-bit message key $K_{i}$, which is used only once. Before transmitting each message, both the chain key and the message key undergo updates using the symmetric-key ratchet, as outlined in [51]. The message key $K_{i}$ and the next chain key $k_{i+1}$ are computed using a Key Derivation Function (KDF) as

$$
\begin{align*}
K_{i} & =H\left(k_{i}\right)
\end{align*}=\operatorname{KDF}\left(k_{i}, \text { label }_{1}, " ", n_{s}\right),,
$$

where " " is an empty context. The only state retained between iterations is the chain key. While the Signal specification does not enforce a specific KDF or labels, it recommends HMAC-SHA256 or HMAC-SHA512, with suggested labels label $_{1}$ $=0 \mathrm{x} 01$ and label $_{2}=0 \mathrm{x} 02$. Regardless of the chosen algorithms, both the size of the chain keys $n$ and the size of the message keys $n_{s}$ are always 256 bits. The Signal Protocol does not mandate any specific AEAD algorithm but recommends AES-256-CBC with HMAC-SHA256 or HMAC-SHA512. It suggests deriving a 32 -byte encryption key, a 32 -byte authentication key, and a 16 -byte IV from the message key. Signal does not explicitly state the intended security level $\lambda$, but the length of the encryption key can typically be seen as the intended security level. Therefore,

$$
\begin{equation*}
n=n_{s}=\lambda=256 \tag{2}
\end{equation*}
$$

### 2.2 TLS 1.3 and the Key Update Mechanism

The following is a summary of Section 2.2 in [42]. For more detailed information, refer to [42] or the TLS 1.3 specification [45]. In TLS 1.3, a chain of $n$-bit keys $k_{0}, k_{1}, k_{2}, \ldots$ is derived from the initial traffic secret $k_{0}$. This key chain is used by the record protocol to protect all future messages sent in one direction over the connection. The size of the traffic secrets depends on the output size $n$ of the hash function used in the selected cipher suite. The TLS 1.3 specification registers several cipher suites, and the size of the traffic secrets depends on the chosen cipher suite. Table 1 provides a list of the initial TLS 1.3 cipher suites.

After the handshake is complete, it is possible to update the traffic secret using a key update mechanism. The next traffic secret $k_{i+1}$ is computed using a Key Derivation Function (KDF) based on HKDF-Expand [29] as

$$
\begin{equation*}
k_{i+1}=H\left(k_{i}\right)=\operatorname{KDF}\left(k_{i}, \text { "traffic upd", " ", } n\right) . \tag{3}
\end{equation*}
$$

The only state retained between iterations is the traffic secret. From the current traffic secret $k_{i}$, the AEAD (Authenticated Encryption with Associated Data)
key $K_{i}$ and the initialization vector $I V_{i}$ are derived as

$$
\begin{align*}
K_{i} & =\operatorname{KDF}\left(k_{i}, \text { "key", "" }, n_{s}\right), \\
I V_{i} & =\operatorname{KDF}\left(k_{i}, \text { "iv", "" }, n_{i v}\right) \tag{4}
\end{align*}
$$

For each record, the AEAD nonce is calculated by XORing $I V_{i}$ with the record sequence number $S$. The size of the key $K_{i}$ depends on the AEAD key length $n_{s}$ specified in the chosen cipher suite, which may not be equal to $n$ as in the Signal Protocol. The nonce size $n_{i v}$ is fixed at 96 bits for all the cipher suites listed in Table 1. The sequence number $S$ is initially set to 0 , incremented for each message, and reset to 0 every time the key update mechanism is used.

Table 1. The five initial cipher suites in TLS 1.3 [45]. The importance of the difference and the ratio between the key update state size $n$ and the security level $\lambda$ is explained in Sect. 3. $n_{i v}$ is the size of the IV.

| Cipher suite | $n$ | $\lambda=n_{s}$ | $n_{i v}$ | $n-\lambda$ | $n / \lambda$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| TLS_AES_128_GCM_SHA256 | 256 | 128 | 96 | 128 | 2.0 |
| TLS_AES_256_GCM_SHA384 | 384 | 256 | 96 | 128 | 1.5 |
| TLS_CHACHA20_POLY1305_SHA256 | 256 | 256 | 96 | 0 | 1.0 |
| TLS_AES_128_CCM_SHA256 | 256 | 128 | 96 | 128 | 2.0 |
| TLS_AES_128_CCM_8_SHA256 | 256 | 128 | 96 | 128 | 2.0 |

In TLS 1.3, a single AEAD key $K_{i}$ is typically used to protect many record protocol messages. The key update mechanism is recommended to be employed before reaching a specific limit defined by the cipher suite (e.g., every $2^{24.5}$ records for AES-GCM). Therefore, in connections with a large amount of data transfer, frequent key updates are expected. TLS 1.3 does not impose any restrictions on the number of key updates that can occur.

DTLS 1.3 [46] and QUIC $[22,54]$, which are based on TLS 1.3, also use the TLS 1.3 handshake and cipher suites. While HTTP/2 [53] uses TLS, HTTP/3 [8] uses QUIC. QUIC does not impose any limitations on the number of key updates. However, DTLS 1.3 restricts the number of key updates to $2^{48}$. TLS 1.3, DTLS 1.3 , and QUIC do not explicitly state the intended security level $\lambda$, but the length $n_{s}$ of the AEAD key can typically be seen as the intended security level.

### 2.3 Definition of Weak Keys

A good definition of weak keys is provided in [58], and the following is a summary of its main points. Weak keys are those that induce undesirable behavior in a cryptographic function. Typically, weak keys constitute a minuscule fraction of the entire key space, meaning that if keys are randomly generated, the likelihood of encountering a weak key and compromising security is very low. Nevertheless,
it is considered highly desirable for a cryptographic function to possess no weak keys.

In a cryptographic function with no weak keys, all keys within its key space are equally strong, resulting in a homogenous key space. The pursuit of homogeneity is a fundamental objective in cryptographic design. Conversely, a significant presence of weak keys is considered a severe flaw in any design, as it substantially increases the probability of randomly generating a weak key, thereby jeopardizing the overall security of the system.

## 3 Our Results

### 3.1 Classification of Key Chains

Different types of key chains $k_{0}, k_{1}, \ldots, k_{m-1}$ have not been systematically categorized and analyzed previously. We define and analyze four types of key chains, named $\rho$-, $\xi^{-}, \omega$-, and $\pi$-chains, derived from one-way random mappings and permutations. In the literature, chains like this are known by many names such as hash chains, rainbow chains, key chains, KDF chains, one-way chains, ratchets, and Markov chains with uniform transition probabilities. $N=2^{n}$ is the state space of the chain.
$\boldsymbol{\rho}$-chain. A chain where the same random mapping $H()$ is used in all iterations

$$
\begin{equation*}
k_{i+1}=H\left(k_{i}\right) . \tag{5}
\end{equation*}
$$

This is a deterministic chain, commonly referred to as a hash chain. This type of chain is used in TLS 1.3 [45], Signal [51], EDHOC [47], Pollard's rho algorithm [41], and Hellman's TMTO attack [19]. The name $\rho$ comes from the fact that this type of chain eventually ends up in a repetitive cycle. Many aspects of $\rho$-chains are described in $[16,20,27,34]$. A $\rho$-chain can be implemented with a KDF

$$
\begin{equation*}
k_{i+1}=\operatorname{KDF}\left(k_{i}, \text { label }, \text { context }, n\right) \tag{6}
\end{equation*}
$$

with a fixed context. Both TLS 1.3 and Signal utilize an empty context.
$\boldsymbol{\xi}$-chain. A chain where a different random mapping $H_{i}()$ is used in each iteration

$$
\begin{equation*}
k_{i+1}=H_{i}\left(k_{i}\right) . \tag{7}
\end{equation*}
$$

This is a deterministic chain, commonly known as a rainbow chain. This type of chain is used in rainbow tables [39], MLS [3], EDHOC [47], and is also described in [10]. We use the name $\xi$ as the character looks like a rainbow table with three layers. A $\xi$-chain can be implemented by including a counter $i$ in the context

$$
\begin{equation*}
k_{i+1}=\operatorname{KDF}\left(k_{i}, l a b e l, i, n\right) \tag{8}
\end{equation*}
$$

$\boldsymbol{\omega}$-chain. A chain where a randomly chosen random mapping $H_{r_{i}}()$ is used in each iteration

$$
\begin{equation*}
k_{i+1}=H_{r_{i}}\left(k_{i}\right) \tag{9}
\end{equation*}
$$

This is a randomized chain sampled from a set of chains. It can be seen as a randomized rainbow chain, or a chain using universal hashing. This type of chain is used in EDHOC [47], OSCORE [21], and is described in [26, 28, 40]. As this is a randomized chain, different instantiations with the same initial key $k_{0}$ will result in different chains. We use the name $\omega$ as the key space size can be described by the omega function, see Sect. 3.5. An $\omega$-chain can be implemented by including a new random value $r_{i}$ in each context

$$
\begin{equation*}
k_{i+1}=\operatorname{KDF}\left(k_{i}, l a b e l, r_{i}, n\right) \tag{10}
\end{equation*}
$$

$\boldsymbol{\pi}$-chain. A chain where the same one-way permutation $\pi()$ is used in all iterations.

$$
\begin{equation*}
k_{i+1}=\pi\left(k_{i}\right) \tag{11}
\end{equation*}
$$

This is a deterministic chain using a one-way permutation. We only consider permutations with no small cycles. Known constructions for one-way permutations involve the discrete logarithm problem in finite fields or elliptic curves. The elliptic curve construction in [25] can be used to construct permutation groups of size $2 p+2$, where $p$ is a prime. In [18] is it shown how [25] can be extended to construct a one-way permutation with a large minimum cycle length like e.g., $2^{128}$. We assume that the minimum cycle length is selected to exceed the maximum chain length, ensuring the absence of collisions within the $\pi$-chains. To our knowledge the idea to use one-way permutations for key chains is novel.

Connections and Instances. Concerning the deterministic $\rho-, \xi^{-}$, and $\pi$-chains, our assumption is that each protocol instance, known as a connection in TLS 1.3 , uses the same context and mapping or permutation in each iteration of the key chains. This implies that the same initial $k_{0}$ always leads to the same chain. The randomized $\omega$-chain will, with very high probability, lead to different chains even if two protocol instances happen to use the same initial $k_{0}$.

In our analysis, we will explore both single-connection attacks, which target a single key chain, and multi-connection attacks, which target multiple key chains. This approach aligns with attacks on stream cipher instances $[2,7,17]$. The single-connection attacks in this paper find, on average, the last half of the keys used in the connection. Consequently, these attacks are single-key attacks on the final key in the chain. In security protocols like TLS 1.3, where each connection can involve a large number of linked keys, compromising a single key leads to the compromise of multiple keys and the single-key security of a key is the multi-key security of all the previous keys in the chain. Thus, the distinction between single-key (single-user) and multi-key (multi-user) attacks is not very meaningful.

Chain Behavior. A finite key chain $k_{0}, k_{1}, \ldots, k_{m-1}$ behaves in three different ways as shown in Fig. 1. A chain without any collision $k_{i}=k_{j}$ behaves as shown in Fig. 1a. A $\pi$-chain will never have any collisions. $\rho$-chains, $\xi$-chains, and $\omega$-chains may have one or more collisions. A collision $k_{i}=k_{j}$ in a $\rho$-chain results in a repetitive cycle where $k_{i+d}=k_{j+d}$ for $d \geq 0$, as shown in Fig. 1b. $\xi$-chains and $\omega$-chains will always recover from a collision as shown in Fig. 1c. $\xi$-chains and $\omega$-chains do not have any repetitive cycles.


Fig. 1. Examples of the three possible behaviors of a key chain: (a) a $\rho-, \xi^{-}, \omega_{-}$, or $\pi$-chain without any collision, (b) a $\rho$-chain from a weak key $k_{0}$ which enters into a repetitive cycle, and (c) a $\xi$ - or $\omega$-chain that rebounds from a collision without entering a repetitive cycle. The cycle length 2 is just an example.

### 3.2 Collisions, Repetitive Cycles, and Weak Keys in $\rho$-chains

A $\rho$-chain $k_{0}, k_{1}, \ldots, k_{m-1}$ where $k_{i+1}=H\left(k_{i}\right)$, such as the chain of traffic secrets in TLS 1.3 or the chain keys in Signal, can only behave in two ways, either the chain has a collision $k_{i}=k_{j}$, resulting in a repetitive cycle and more collisions, or the chain has no collision and no repetitive cycle. In TLS 1.3 each collision $k_{i}=k_{j}$ leads to many (key, nonce) collisions for the AEAD which may break confidentiality, integrity, availability, and replay protection. As a repetitive cycle is undesirable and makes the chain have a large number of collisions, an initial key $k_{0}$ that results in a repetitive cycle is to be considered weak according to the definition in Sect. 2.3. We call a key $k_{0} m$-weak if the $\rho$-chain $k_{0}, k_{1}, \ldots, k_{m-1}$ has a repetitive cycle. A $m$-weak key is also $m^{\prime}$-weak for all $m^{\prime}>m$. $\xi-, \omega$-, and $\pi$-chains do not have any repetitive cycles.

Number of Weak Keys. While it is infeasible to calculate the exact number of short repetitive cycles and weak keys for a specific hash function, the expected number of $m$-weak keys can be approximated based on the assumption that the hash function $H()$ is a random mapping of the $N=2^{n}$ elements in the key space. As shown by Knuth [27], $\rho$-chains behave like a set of uniformly sampled keys in the sense that the collision probability is the same. The reason is that if the chain does not have a collision, we can model each successive $k_{i}$ as randomly chosen from $N$. As the probability that the chain does not have a collision is the same as in the birthday attack, the probability that the chain has a collision is also the same, and we can use birthday attack formulas to calculate the collision probability. The probability of a collision among the first $m$ keys in a $\rho$-chains is therefore

$$
\begin{equation*}
1-\prod_{i=0}^{m-1} \frac{N-i}{N} \approx 1-e^{-m^{2} / 2 N} \approx \frac{m^{2}}{2 N} \tag{12}
\end{equation*}
$$

where the approximation $1-e^{-m^{2} / 2 N}$ is valid when $m \ll N$ and the approximation $m^{2} / 2 N$ is valid when $m \ll N^{1 / 2}$. The expected fraction of $m$-weak keys in $\rho$-chains is therefore

$$
\begin{equation*}
\approx \frac{m^{2}}{2 N} \tag{13}
\end{equation*}
$$

and the expected number of $m$-weak keys is $\approx m^{2} / 2$. The expected fraction of keys $k_{0}$ leading to $\xi$ - and $\omega$-chains with at least one collision is also $\approx m^{2} / 2 N$. The expected number of keys $k_{i}$ in a $\rho$-chain colliding with one or more other keys in the chain is

$$
\begin{equation*}
\approx \frac{m^{3}}{4 N} \tag{14}
\end{equation*}
$$

$\pi$-chains do not have any collisions.
As stated in Sect. 2.3, it is considered highly desirable for a cryptographic function to possess no weak keys. If weak keys exist the likelihood of encountering a weak key and compromising security should be very low. A reasonable requirement for $\lambda$-bit security is that the expected fraction Eq. (13) of weak keys is smaller that $2^{-\lambda}$, which implies that for $\rho$-chains

$$
\begin{equation*}
n \geq \lambda+2 \ell-1 \tag{15}
\end{equation*}
$$

where $2^{\ell}$ is that largest possible length of the key chain, i.e., $m \leq 2^{\ell}$. But note that this is not an attack complexity.

Impact on TLS 1.3 and Signal. TLS 1.3 currently defines two hash functions, SHA-256 and SHA-384 with $n$ equal to 256 and 384, respectively. In Signal, $n$ is always equal to 256 . The expected number and fraction of $m$-weak keys in TLS 1.3 and Signal are presented in Table 2. If key update is used with ChaCha20 in TLS 1.3 the probability of a weak key is $m^{2} / 2^{257}$. The other TLS 1.3 cipher suites listed in Table 1 fulfill Eq. (15) as long as $m \leq 2^{64.5}$.

Table 2. Expected number and fraction of $m$-weak keys when using $\rho$-chains in a key space of size $N=2^{n}$

|  | $n=256$ |  |  | $n=384$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Number |  | Fraction |  | Number |
|  | 2-wraction |  |  |  |  |
|  | $2^{1}$ | $2^{-255}$ |  | $2^{1}$ | $2^{-383}$ |
| $2^{2}$-weak | $2^{3}$ | $2^{-253}$ |  | $2^{3}$ | $2^{-381}$ |
| $2^{4}$-weak | $2^{7}$ | $2^{-249}$ |  | $2^{7}$ | $2^{-377}$ |
| $2^{8}$-weak | $2^{15}$ | $2^{-241}$ |  | $2^{15}$ | $2^{-369}$ |
| $2^{16}$-weak | $2^{31}$ | $2^{-225}$ |  | $2^{31}$ | $2^{-353}$ |
| $2^{32}$-weak | $2^{63}$ | $2^{-193}$ |  | $2^{63}$ | $2^{-321}$ |
| $2^{48}$-weak | $2^{95}$ | $2^{-161}$ |  | $2^{95}$ | $2^{-289}$ |
| $2^{64}$-weak | $2^{127}$ | $2^{-129}$ |  | $2^{127}$ | $2^{-257}$ |

### 3.3 The More Keys the Merrier Collisions in $\rho$-chains

Without key update in TLS 1.3 there is a single traffic secret $k_{0}$ and therefore a single AEAD key $K_{0}$ per connection. With a single AEAD key there is zero chance for key collision and replay inside the connection and the best general key recovery attack is brute force, which has data and memory complexities $D=M=\mathcal{O}(1)$ and time complexity $N$.

Collisions in the Beginning of a $\rho$-chain. Key update was introduced in TLS 1.3 to meet confidentiality key usage limits and to achieve forward secrecy. While this is achieved, it is known that the large number of keys also decrease the security properties of the connection by introducing a risk of key collisions. As given by Eq. (12), the probability of a collision among the first $v \leq m \ll N^{1 / 2}$ keys $k_{0}, k_{1}, \ldots, k_{v-1}$ in a $\rho$-chain is

$$
\begin{equation*}
p_{0} \approx \frac{v^{2}}{2 N} \tag{16}
\end{equation*}
$$

Assuming that $\approx \log _{2} v$ bits of the first $v$ plaintexts encrypted with sequence number $S$ are known, an attacker can find a collision with data and memory $D=M=v$ and expected work $v$ using e.g., a hash table. False positives can be rejected with work $v$. The number of false positives can be lowered by using more bits of known plaintext. The time complexity of the attack is

$$
\begin{equation*}
T_{0}=\frac{v}{p_{0}}=\frac{2 N}{v} \tag{17}
\end{equation*}
$$

which has minimum value $2 N / m$ when $v=m$. If AES-CBC is used (as is recommended in Signal) the prefixes of the plaintexts need to be identical. Partly identical plaintexts are likely to happen in practice even if the attacker cannot
choose the plaintexts, see e.g., Sect. 3.4 of [42]. This attack is possible in $\rho-, \xi^{-}$, and $\omega$-chains. We will now show that a much more efficient novel collision attack is possible in $\rho$-chains.

Collisions in the End of a $\boldsymbol{\rho}$-chain. As a cycle in a $\rho$-chain leads to collisions in the rest of the chain, the probability of a collision among the last $v$ keys is significantly higher than $v^{2} / 2 N$. If any of the $m$ keys are on a repetitive cycle of length less than or equal to $v-1$, there will be a collision also in the last $v$ keys. For $i \leq v-1$, the probability that key $k_{i}$ is the first key on a repetitive cycle of length $\leq v-1$ is $\approx\left(1-i^{2} / 2 N\right) \cdot i / N \approx i / N$. For $i \geq v-1$, the probability that key $k_{i}$ is the first key on a repetitive cycle of length $\leq v-1$ is $\approx\left(1-i^{2} / 2 N\right) \cdot(v-1) / N \approx(v-1) / N$. The total probability for a collision among the last $v$ keys is
Theorem 1. The probability of a collision among the last $v \leq m \ll N^{1 / 2}$ keys $k_{m-v}, k_{m-v+1}, \ldots, k_{m-1}$ in a $\rho$-chain is

$$
\begin{equation*}
p_{1}=\sum_{i=0}^{v-1} \frac{i}{N}+\sum_{i=v}^{m-1} \frac{v-1}{N} \approx \frac{m(v-1)}{N} \tag{18}
\end{equation*}
$$

The probability $p_{1}$ of collision among the last $v$ keys is significantly higher than $p_{0}$, the probability of collision among the first $v$ keys.

Assuming that $\approx \log _{2} v$ bits of the last $v$ plaintexts encrypted with sequence number $S$ are known, an attacker can find a collision with data and memory $D=M=v$ and expected work $v$ using e.g., a hash table. The time complexity of the attack is

$$
\begin{equation*}
T_{1}=\frac{v}{p_{1}}=\frac{v}{v-1} \frac{N}{m} . \tag{19}
\end{equation*}
$$

The data and memory complexities can be minimized by choosing a small $v$ without affecting the time complexity much. With a small $v \gg 1$ the time complexity in Eq. (19) is $N / m$, which is half of the previously best known time complexity in Eq. (17) and the data and memory complexities are $v$ instead of $m$. The security level is $\lambda=n-\ell$ and a strict requirement for $\lambda$-bit security with $\rho$-chains is that

$$
\begin{equation*}
n \geq \lambda+\ell \tag{20}
\end{equation*}
$$

where $2^{\ell}$ is that largest possible length of the key chain, i.e., $m \leq 2^{\ell}$.

Impact on TLS 1.3 and Signal. As a collision leads to a repetitive cycle, all future keys will be collisions, and it is likely that $\approx m / 2$ past keys are also collisions. If AES-GCM is used, the confidentiality and integrity of the application data protected with the colliding keys are lost. Even if the integrity is not lost in the sense that the attacker can perform impersonation or substitution forgeries, the replay protection is lost in TLS 1.3 as the attacker can replay old ciphertexts with the same sequence number. A replayed record likely breaks integrity and depending on the application broken integrity might affect availability and
confidentiality. A collision in DTLS 1.3 and QUIC also very likely breaks replay protection as only the least significant $1-2$ bits of the variable counting the number of key updates in used in the associated data.

Without key update, ChaCha20 in TLS 1.3 is believed to have 256-bit confidentiality even if $2^{96}$ encryption queries have been done [35]. If key update is used with $m \leq 2^{\ell}$, ChaCha20 only offer $256-\ell$ bits of security against the above attack. The security of the other cipher suites are not affected as long as $m \leq 2^{128}$. The same attack apply to Signal where the chain key size $n$ and message key size $n_{s}$ are both always equal to 256 .

### 3.4 Shrinking Key Space from Key Update

Let $S_{m}$ be the set of $m$-iterate image points, i.e., the key space after the key chain has been iterated $m$ times. The size of the key space is initially $\left|S_{0}\right|=N$ but shrinks with each iteration if a random mapping is used as described in [16]. An important property of $\rho$-chains that we will use in Sect. 3.6 is that the $m+1$-iterate image points is a subset of the $m$-iterate image points, i.e., $S_{m+1} \subseteq S_{m}$ [20]. This is not true for $\xi$ - and $\omega$ - chains where $S_{m+1}$ and $S_{m}$ are typically almost disjoint. In $\pi$-chains $S_{m}=N$.

Key Space Size for a Single Chain. Flajolet and Odlyzko [16] prove that for a $\rho$-chain, the expected number of $m$-iterate image points in a random mapping of size $N$ (i.e. the expected value of $\left.\left|S_{m}\right|\right)$ has the asymptotic form $E\left(\left|S_{m}\right|\right)=\left(1-\tau_{m}\right) N$ where $\tau_{0}=0$ and $\tau_{i+1}=e^{\tau_{i}-1}$ as $N \rightarrow \infty$. This iterative formula apply also to $\xi$ - and $\omega$-chains. This follows almost trivially from repeated use of the well-known fact that if $s$ balls are thrown into $t$ urns, then the expected number of empty urns are $e^{-s / t}$.

Theorem 2. In $\rho, \xi$ - and $\omega$-chains the expected number of $m$-iterate image points has the asymptotic form

$$
\begin{equation*}
E\left(\left|S_{m}\right|\right)=\left(1-\tau_{m}\right) N \text { where } \tau_{0}=0 \text { and } \tau_{i+1}=e^{\tau_{i}-1} \text { as } N \rightarrow \infty \tag{21}
\end{equation*}
$$

Flajolet and Odlyzko [16] do not describe for which values of $m$ the iterative formula is valid for $\rho$-chains, but it is clearly not valid for $m \gg N^{1 / 2}$, as the expected number of $\infty$-iterate image points is $\sqrt{\pi / 2} \cdot N^{1 / 2}$. Our numerical simulations conducted on key spaces of size $2^{16}$ and $2^{24}$ indicates that Eq. (21) is a good approximation for $m \leq N^{1 / 2}$. The key spaces of $\xi$ - and $\omega$-chains shrinks until $S_{m}=1$ (all the balls are in a single urn), which happens around $m=2 N$.

To our knowledge, no explicit formula is known for Eq. (21). The number of $m$-iterate image points for small values can be calculated numerically and

$$
\begin{equation*}
1-\tau_{m} \approx \frac{2}{m+2} \tag{22}
\end{equation*}
$$

seems to be an excellent approximation. This agrees with the estimate in Section 4.3 in [20] but is a much better approximation for small $m$. Values of $\left(1-\tau_{m}\right)$
and $\epsilon=\left|\left(1-\tau_{m}\right)-2 /(m+2)\right|$ for selected $m \leq 2^{24}$ are show in Table 3. The values were calculated with Julia v1.9 [24] using arbitrary precision floating point numbers. Based on the convincing "numerical evidence" in Table 3 we make the following conjecture.

Table 3. $E\left(\left|S_{m}\right|\right) / N=\left(1-\tau_{m}\right)$ and $\epsilon=\left|\left(1-\tau_{m}\right)-2 /(m+2)\right|$ after $m$ iterations in $\rho, \xi$, and $\omega$-chains.

| $m$ | $\left(1-\tau_{m}\right)$ | $\epsilon$ | $m$ | $\left(1-\tau_{m}\right)$ | $\epsilon$ | $m$ | $\left(1-\tau_{m}\right)$ | $\epsilon$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | $2^{-1.0938}$ | $2^{-4.9}$ | $2^{9}$ | $2^{-8.0109}$ | $2^{-16.1}$ | $2^{17}$ | $2^{-16.0001}$ | $2^{-31.1}$ |
| $2^{2}$ | $2^{-1.6800}$ | $2^{-5.6}$ | $2^{10}$ | $2^{-9.0058}$ | $2^{-17.9}$ | $2^{18}$ | $2^{-17.0000}$ | $2^{-33.0}$ |
| $2^{3}$ | $2^{-2.4032}$ | $2^{-6.5}$ | $2^{11}$ | $2^{-10.0031}$ | $2^{-19.8}$ | $2^{19}$ | $2^{-18.0000}$ | $2^{-34.9}$ |
| $2^{4}$ | $2^{-3.2306}$ | $2^{-7.8}$ | $2^{12}$ | $2^{-11.0016}$ | $2^{-21.6}$ | $2^{20}$ | $2^{-19.0000}$ | $2^{-36.9}$ |
| $2^{5}$ | $2^{-4.1285}$ | $2^{-9.2}$ | $2^{13}$ | $2^{-12.0008}$ | $2^{-23.5}$ | $2^{21}$ | $2^{-20.0000}$ | $2^{-38.8}$ |
| $2^{6}$ | $2^{-5.0704}$ | $2^{-10.9}$ | $2^{14}$ | $2^{-13.0004}$ | $2^{-25.4}$ | $2^{22}$ | $2^{-21.0000}$ | $2^{-40.7}$ |
| $2^{7}$ | $2^{-6.0381}$ | $2^{-12.6}$ | $2^{15}$ | $2^{-14.0002}$ | $2^{-27.3}$ | $2^{23}$ | $2^{-22.0000}$ | $2^{-42.6}$ |
| $2^{8}$ | $2^{-7.0204}$ | $2^{-14.3}$ | $2^{16}$ | $2^{-15.0001}$ | $2^{-29.2}$ | $2^{24}$ | $2^{-23.0000}$ | $2^{-44.6}$ |

Conjecture 1. The expected number of $m$-iterate image points in a $\rho$-, $\xi$-, and $\omega$-chain using random mapping(s) of size $N$ has the asymptotic form

$$
\begin{equation*}
E\left(\left|S_{m}\right|\right)=\frac{2}{m+2} N \text { as } N \rightarrow \infty \tag{23}
\end{equation*}
$$

When $m \gg 2$ this can be approximated as

$$
\begin{equation*}
\frac{2 N}{m} \tag{24}
\end{equation*}
$$

Note that the shrinking key space does not increase the collision probability inside $\rho$-chains more than Eq. (18) as calculated in Section 3.3. The probability of a collision among the last $r$ keys $k_{m-r}, k_{m-r+1}, \ldots, k_{m-1}$ in a $\rho$-chain is $\approx m r / N$ and not $\approx r^{2} / 2(2 N / m)=m k^{2} / 4 N$ as one might think based on the shrinking key space. As seen in Sect. 3.5, the shrinking key space is unlikely to pose a security problem for $\omega$-chains, given that the key space remains unpredictable for potential attackers.

### 3.5 Key Space Size for the Set of All Chains

Let $S_{m}^{*}$ be the set of $m$-iterate image points in the set of all possible chains, i.e., a multi-connection setting. The size of the key space is initially $\left|S_{0}^{*}\right|=N$ but shrinks with each iteration if a random mapping is used. For deterministic $\rho$ and $\xi$-chains, where the context and mapping do not depend on the connection,
$S_{m}^{*}=S_{m} \approx 2 N / m$. For $\pi$-chains, $S_{m}^{*}=S_{m}=N$. For the set of randomized $\omega$-chain the expected number of $m$-iterate image points $E\left(\left|S_{m}^{*}\right|\right)$ decreases slowly. If the size of the universal hash function family is $a$, i.e., each iteration uses a random salt with $\log _{2} a$ bits of entropy, the number of urns that is empty for all $a$ hash functions is $e^{-a}$. If $s$ balls are thrown into $t$ urns, then the expected number of urns that is empty for all $a$ hash functions is $e^{-a s / t}$ and we get the following iterative formula for a $\omega$-chain.
Theorem 3. In $\omega$-chains using an universal hash function family of size $a$, the expected number of $m$-iterate image points in the set of all possible chains has the asymptotic form

$$
\begin{equation*}
E\left(\left|S_{m}^{*}\right|\right)=\left(1-\tau_{m}^{*}\right) N \text { where } \tau_{0}^{*}=0 \text { and } \tau_{i+1}^{*}=e^{a\left(\tau_{i}^{*}-1\right)} \text { as } N \rightarrow \infty \tag{25}
\end{equation*}
$$

Numerical analysis of the iterative formula Eq. (25) indicates that for $a>1$,

$$
\begin{equation*}
\tau_{k}^{*} \rightarrow c \text { as } k \rightarrow \infty \tag{26}
\end{equation*}
$$

where $c>0$ and that $c \rightarrow 1$ as $a \rightarrow \infty$. Solving the equation $c=e^{a(c-1)}$ gives

$$
\begin{equation*}
c=-W_{0}\left(-a e^{-a}\right) / a \tag{27}
\end{equation*}
$$

where $W_{0}$ is the principal branch of the Lambert $W$-Function also called the omega function. This solution agrees very well with our numerical analysis in Table 4. For $a=2,\left(1-\tau_{k}^{*}\right) \rightarrow 0.79681213 \ldots$, for $a=4,\left(1-\tau_{k}^{*}\right) \rightarrow 0.98017260 \ldots$, and for $a=16,\left(1-\tau_{k}^{*}\right) \rightarrow 0.99999989 \ldots$. Even for very small hash function families the difference between $c$ and 1 is negligible and can be ignored. Based on the convincing "numerical evidence" in Table 4 we make the following conjecture.

Table 4. $E\left(\left|S_{m}^{*}\right|\right) / N=\left(1-\tau_{m}^{*}\right)$ and $\epsilon=\left|\left(1-\tau_{m}^{*}\right)-1-W_{0}\left(-a e^{-a}\right) / a\right|$ after $m$ iterations in $\omega$-chains.

| $a=2$ |  |  | $a=4$ |  |  | $a=16$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m$ | $\left(1-\tau_{m}^{*}\right)$ | $\epsilon$ | $m$ | $\left(1-\tau_{m}^{*}\right)$ | $\epsilon$ | $m$ | $\left(1-\tau_{m}^{*}\right)$ | $\epsilon$ |
| 2 | 0.82259667 | $2^{-5.3}$ | 2 | 0.98029213 | $2^{-13.0}$ | 2 | 0.99999989 | $2^{-61.2}$ |
| $2^{2}$ | 0.80092019 | $2^{-7.9}$ | $2^{2}$ | 0.98017335 | $2^{-20.3}$ | $2^{2}$ | 0.99999989 | $2^{-99.4}$ |
| $2^{3}$ | 0.79692341 | $2^{-13.1}$ | $2^{3}$ | 0.98017260 | $2^{-35.0}$ | $2^{3}$ | 0.99999989 | $2^{-175.7}$ |
| $2^{4}$ | 0.79681221 | $2^{-23.5}$ | $2^{4}$ | 0.98017260 | $2^{-64.2}$ | $2^{4}$ | 0.99999989 | $2^{-328.4}$ |
| $2^{5}$ | 0.79681213 | $2^{-44.3}$ | $2^{5}$ | 0.98017260 | $2^{-122.7}$ | $2^{5}$ | 0.99999989 | $2^{-633.7}$ |
| $2^{6}$ | 0.79681213 | $2^{-85.9}$ | $2^{6}$ | 0.98017260 | $2^{-239.7}$ | $2^{6}$ | 0.99999989 | $2^{-1244.4}$ |

Conjecture 2. The expected number of $k$-iterate image points in the set of $\omega$ chains using random mappings of size $N$ and a hash function family of size $a \geq 2$ has the asymptotic form
$E\left(\left|S_{m}^{*}\right|\right)=\left(1+\frac{W_{0}\left(-a e^{-a}\right)}{a}\right) N$ as $m \rightarrow \infty$ and $E\left(\left|S_{m}^{*}\right|\right)=N$ as $a \rightarrow \infty$.

Looking at the intersection of the images of all hash functions in the universal hash function family, it is easy to see that $S_{k+1}^{*} \subseteq S_{k}^{*}$.

Impact on TLS 1.3 and Signal. After $m$ iterations of the key update mechanism in TLS 1.3, the predictable traffic secret key space has size $2^{n+1} / m$. After $2^{64}$ key updates, the key space is, for example, reduced by a factor $2^{63}$. In most of the TLS 1.3 cipher suites listed in Table $1,2^{n} \gg 2^{n_{s}}$ and $E\left(\left|S_{m}^{*}\right|\right) \geq n_{s}$ as long as $m \leq 2^{129}$. The exception is TLS_CHACHA20_POLY1305_SHA256 where $n=n_{s}=\lambda$. If key update is used, the traffic key space quickly becomes much smaller than the key space for the AEAD keys, which is a design flaw. The same result apply to Signal where $n=n_{s}=256$. TLS 1.3 also derives a random IV to improve multi-key (multi-user) security [5]. A reasonable design principle is that the predictable iterated key space of the traffic secrets should be greater or equal to the AEAD key space and the IV space, i.e.,

$$
\begin{equation*}
E\left(\left|S_{m}^{*}\right|\right) \geq 2^{\lambda+n_{i v}} \tag{28}
\end{equation*}
$$

which implies that

$$
n \geq \begin{cases}\lambda+n_{i v}+\ell-1 & \text { for } \rho \text { - and } \xi \text {-chains }  \tag{29}\\ \lambda+n_{i v} & \text { for } \omega \text { - and } \pi \text {-chains }\end{cases}
$$

where $2^{\ell}$ is that largest possible length of the key chain, i.e., $m \leq 2^{\ell}$. For cipher suites with $n-\lambda=128$ and $n_{i v}=96$ this is true as long as $m \leq 2^{33}$.

### 3.6 New TMTO Attacks on $\rho$ - and $\xi$-chains

Preuß Mattsson [42] showed that the key update function in TLS 1.3 and the symmetric key ratchet in Signal can be modeled as non-additive synchronous stream ciphers [31], which means that the efficient Time Memory Tradeoff Attacks (TMTO) for stream ciphers such as Babbage-Golić [2,17] and Biryukov-Shamir [7] can be applied. In this section, we describe new TMTO attacks for $\rho$ - and $\xi$-chains that significantly improve Babbage-Golić by making use of the shrinking state and the fact that for $\rho$-chains, $S_{m+1} \subseteq S_{m}$.

In Babbage-Golić [2,17], the attacker tries to find one of the many internal states instead of the key. The attacker generates $M$ random states $k_{0}^{\prime}, k_{1}^{\prime}, \ldots$, $k_{M-1}^{\prime}$ from the total number of states $N$, calculates an output string $y_{j}^{\prime}$ for each state $k_{j}^{\prime}$, and stores the pairs $\left(k_{j}^{\prime}, y_{j}^{\prime}\right)$ ordered by $y_{j}^{\prime}$. In the real-time phase the attacker collects $D$ output strings $y_{0}, y_{1}, \ldots, y_{i}, \ldots, y_{D-1}$. By the birthday paradox the attacker can find a collision $y_{i}=y_{j}^{\prime}$ and recover an inner state $k_{i}=k_{j}^{\prime}$ in time $T=N / M$, memory $M$, data $D$, and preprocessing time $P=M$, where $1 \leq T \leq D$. Example points on this tradeoff relation is $T=M=D=P=N^{1 / 2}$, as well as $T=D=N^{1 / 4}$ and $M=P=N^{3 / 4}$.

In a stream cipher where the states form a $\rho$ - or $\xi$-chain several novel tradeoff attacks are possible. Instead of $M$ random states from the initial key space $S_{0}^{*}$, the attacker generates $M$ random states $k_{0}^{\prime}, k_{1}^{\prime}, \ldots, k_{M-1}^{\prime}$ from the set of $m$-iterate
image points $S_{m}^{*}$. In the real-time phase the attacker collects $D$ output strings $y_{0}, y_{1}, \ldots, y_{i}, \ldots, y_{D-1}$ calculated from states in $S_{m}^{*}$. If the states are uniformly distributed, Eq. (24) gives that the time complexity is $T=\left|S_{m}^{*}\right| / M=2 N / m M$ and not $M / N$ as for $\omega$ - and $\pi$-chains as well as in Babbage-Golić's classical attack. In practice, the generated and collected states will follow a non-uniform distribution and the time complexity will be lower than $\left|S_{m}^{*}\right| / M$. This type of multi-connection attack on $\rho$-chains between two random sets sampled from $S_{m}^{*}$ is known from [20]. We show that this attack also applies to $\xi$-chains, that the attack can be turned into a single-connection attack by lowering the probability of recovering a key to less than 1 , and that more efficient attacks are possible on $\rho$-chains by looking at collisions between the end of a chain and a random set.

Single-connection Attack on $\rho$-chains. As $S_{m+1} \subseteq S_{m}$ the $D$ output strings $y_{0}, y_{1}, \ldots, y_{i}, \ldots, y_{D-1}$ or the $M$ random states $k_{0}^{\prime}, k_{1}^{\prime}, \ldots, k_{M-1}^{\prime}$ can come from a single chain. If the $D$ output strings $y_{0}, y_{1}, \ldots, y_{i}, \ldots, y_{D-1}$ are the last $D$ output strings from a single chain of length $m$, i.e., an attack in a single-connection setting, the $M$ random states $k_{0}^{\prime}, k_{1}^{\prime}, \ldots, k_{M-1}^{\prime}$ needs to come from different chains, i.e., they are the last keys in $M$ chains of length $m$. By the birthday paradox the attacker can find a collision $y_{i}=y_{j}^{\prime}$ and recover an inner state $k_{i}=k_{j}^{\prime}$ in time $T=\left|S_{m-D}^{*}\right| / M=2 N /(m-D) M$. If $D \ll m$, this becomes time $T=2 N / m M$, memory $M$, data $D$, and preprocessing time $P=m M$, where $1 \leq T \leq D$ and $D \ll m$. Example points on this tradeoff relation are

$$
\begin{equation*}
T=M=D=\sqrt{\frac{2 N}{m}} \text { and } P=\sqrt{2 m N} \tag{30}
\end{equation*}
$$

Choosing $m \approx N^{1 / 3}$, we get

$$
\begin{equation*}
T=M=D \approx N^{1 / 3} \text { and } P \approx N^{2 / 3} \tag{31}
\end{equation*}
$$

It is unclear for exactly which value of $m$, the complexities above ceases to be valid. As described in Sect. 3.4, the expected size of $S_{\infty}^{*}$ is $\sqrt{\pi / 2} \cdot N^{1 / 2}$, at which point the key space only contains repetitive cycles and the random mapping works as a permutation. The complexities Eq. (30) is therefore invalid for $m \gg N^{1 / 2}$. Numerical simulations conducted on key spaces of size $2^{16}$ and $2^{24}$ reveal that the attack complexities Eq. (30) seem valid for $m \approx N^{1 / 3}$, but not for $m \approx N^{1 / 2}$.

Multi-connection Attack on $\rho$-chains. If the $M$ random states $k_{m-M}$, $k_{m-M+1}, \ldots, k_{m-1}$ are from a single chain, the $D$ output strings $y_{0}, y_{1}, \ldots$, $y_{i}, \ldots, y_{D-1}$ needs to come from $D$ different chains, i.e., an attack in a multiconnection setting. By the birthday paradox the attacker can find a collision $y_{i}=y_{j}^{\prime}$ and recover an inner state $k_{i}=k_{j}^{\prime}$ in time $T=2 N / m M$, memory $M$, data $D$, and preprocessing time $P=m$, where $1 \leq T \leq D$ and $M \ll m$. Example points on this tradeoff relation are

$$
\begin{equation*}
T=M=D=P=\sqrt{\frac{2 N}{m}} \tag{32}
\end{equation*}
$$

Choosing $m \approx N^{1 / 3}$ we get

$$
\begin{equation*}
T=M=D=P \approx N^{1 / 3} \tag{33}
\end{equation*}
$$

Single- and Multi-connection Attacks on $\boldsymbol{\xi}$-chains. As $S_{m+1} \nsubseteq S_{m}$ both the $M$ random states $k_{0}^{\prime}, k_{1}^{\prime}, \ldots, k_{M-1}^{\prime}$ and the $D$ output strings $y_{0}, y_{1}, \ldots, y_{i}$, $\ldots, y_{D-1}$ need to come from different chains. By the birthday paradox the attacker can find a collision $y_{i}=y_{j}^{\prime}$ and recover an inner state $k_{i}=k_{j}^{\prime}$ in time $T=2 N / m M$, memory $M$, data $D$, preprocessing time $P=m M$, and $T \geq 1$. For a single-connection attack, $D=1$, the work done by the attacker is 1 , and the success probability is $\leq m M / 2 N$. For a multi-connection attack with probability close to 1 it is required that $D \geq T$. The example points Eqs. (30) and (31) apply for the multi-connection attack. Example points for the single-connection attack are

$$
\begin{equation*}
T=M=\sqrt{\frac{2 N}{m}}, D=1, \text { and } P=\sqrt{2 m N} \tag{34}
\end{equation*}
$$

The attacks are valid for $m \leq 2 N$. Choosing $m \approx N$, we get

$$
\begin{equation*}
T=M=D \approx 1 \text { and } P \approx N \tag{35}
\end{equation*}
$$

Security Level and State Size. Based on Babbage-Golić [2,17] and BiryukovShamir [7], modern stream ciphers such as SNOW 5G [15] follow the design principle that the security level is at most $n / 2$ and that the state size in bits $n$ should therefore be at least twice the security level. For $\rho$ - and $\xi$-chains this is not enough.

If $m$ is unlimited, the predictable state size of $\rho$-chains eventually shrinks to $n / 2$, the practical security level for these type of stream ciphers is clearly not more than $n / 3$, and we are not aware of any theoretical motivation why the security level is higher than $n / 4$. A conservative design principle is that the state size in bits $n$ should therefore be at least four times the security level. The predictable state size of $\xi$-chains eventually shrinks to 0 bits. To claim any security level for applications of $\xi$-chains, it is essential with strict limits for the maximum number of iterations $m<2^{\ell}$. If $m$ is limited to $m \leq 2^{\ell} \leq 2^{n / 2}$, the single- and multi-connection security level of $\rho$ - and $\xi$-chains are

$$
\begin{equation*}
\lambda \leq \frac{n-\ell+1}{2} \tag{36}
\end{equation*}
$$

and a requirement for $\lambda$-bit security is that

$$
\begin{equation*}
n \geq 2 \lambda+\ell-1 \tag{37}
\end{equation*}
$$

where $2^{\ell}$ is the largest possible length of the key chain, i.e., $m \leq 2^{\ell}$. The single-connection attacks are also a single-key attack on the last key in the chain.

For $\omega$ - and $\pi$-chains, if $m$ is limited to $m \leq 2^{\ell} \leq 2^{n / 4}$, the single-connection security level against Biryukov-Shamir's attack [7] is $\lambda=2(n-\ell) / 3$ and a
requirement for $\lambda$-bit security is that $n \geq 3 \lambda / 2+\ell$. If $\ell \geq n / 4$, the singleconnection security is $n / 2$. The multi-connection security is always $n / 2$. The security and state size requirements as a function of state size $2^{n}$ and maximum chain length $2^{\ell}$ for all types of chains are summarized in Tables 5 and 6. Note that the single-connection security against Hellman's TMTO attack [19, 39] is $2 n / 3$ and that the multi-connection security against birthday attacks is $n / 2$.

Table 5. Security against TMTO attacks as a function of state size $2^{n}$ and maximum chain length $2^{\ell}$. Constant terms have been removed. The attacks have varying preprocessing complexities. Some of the single-connection attacks on $\xi$-chains have success probabilities smaller than 1 .

|  | Single-connection |  |  |  |  | Multi-connection |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\ell \leq \frac{n}{4}$ | $\frac{n}{4} \leq \ell \leq \frac{n}{2}$ | $\frac{n}{2} \leq \ell \leq n$ | $n \leq \ell$ |  | $\ell \leq \frac{n}{2}$ | $\frac{n}{2} \leq \ell \leq n$ | $n \leq \ell$ |
| $\rho$ | $(n-\ell) / 2$ | $(n-\ell) / 2$ | $n / 4$ | $n / 4$ |  | $(n-\ell) / 2$ | $n / 4$ | $n / 4$ |
| $\xi$ | $(n-\ell) / 2$ | $(n-\ell) / 2$ | $(n-\ell) / 2$ | 0 |  | $(n-\ell) / 2$ | $(n-\ell) / 2$ | 0 |
| $\omega$ | $2(n-\ell) / 3$ | $n / 2$ | $n / 2$ | $n / 2$ |  | $n / 2$ | $n / 2$ | $n / 2$ |
| $\pi$ | $2(n-\ell) / 3$ | $n / 2$ | $n / 2$ | $n / 2$ |  | $n / 2$ | $n / 2$ | $n / 2$ |

Table 6. Minimum state size requirement as a function of security level $\lambda$ and maximum chain length $2^{\ell}$. Constant terms have been removed.

|  | Single-connection |  |  |  |  |  |  |  |  |  |  | Multi-connection |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\ell \leq \frac{n}{4}$ | $\frac{n}{4} \leq \ell \leq \frac{n}{2}$ | $\frac{n}{2} \leq \ell \leq n$ | $n \leq \ell$ |  | $\ell \leq \frac{n}{2}$ | $\frac{n}{2} \leq \ell \leq n$ | $n \leq \ell$ |  |  |  |  |  |  |
| $\rho$ | $2 \lambda+\ell$ | $2 \lambda+\ell$ | $4 \lambda$ | $4 \lambda$ |  | $2 \lambda+\ell$ | $4 \lambda$ | $4 \lambda$ |  |  |  |  |  |  |
| $\xi$ | $2 \lambda+\ell$ | $2 \lambda+\ell$ | $2 \lambda+\ell$ | $\infty$ |  | $2 \lambda+\ell$ | $2 \lambda+\ell$ | $\infty$ |  |  |  |  |  |  |
| $\omega$ | $3 \lambda / 2+\ell$ | $2 \lambda$ | $2 \lambda$ | $2 \lambda$ |  | $2 \lambda$ | $2 \lambda$ | $2 \lambda$ |  |  |  |  |  |  |
| $\pi$ | $3 \lambda / 2+\ell$ | $2 \lambda$ | $2 \lambda$ | $2 \lambda$ |  | $2 \lambda$ | $2 \lambda$ | $2 \lambda$ |  |  |  |  |  |  |

Impact on TLS 1.3 and Signal. The attacks significantly affects all of the TLS 1.3 cipher suites, which presumably was designed to provide $\min \left(n_{s}, 2\left(n_{s}+n_{i v}\right) / 3\right)$ bits of security against single-connection TMTO attacks and $\left(n_{s}+n_{i v}\right) / 2$ bits of security against multi-connection attacks. The above attacks reveal that they only provide $n / 4$ to $n / 3$ bits of security. Specifically, the AES-128 cipher suites yield $\leq 85$ bits of security instead of 128 for single-connection and 112 for multiconnection, the AES-256 cipher suite provides $\leq 128$ bits of security instead of 235 for single-connection and 176 for multi-connection, and the ChaCha20 cipher
suite only delivers $\leq 85$ bits of security instead of 235 for single-connection and 176 for multi-connection. The $2^{85}$ operations required for some of the attacks are well within the capabilities of current supercomputers [55] and distributed systems [9]. For the single-connection attack, the preprocessing complexity is significantly higher than for the multi-connection attack. The common practice is to disregard the preprocessing complexity when assessing the security level.

### 3.7 Comparison of Security Properties

A summary of security properties of different types of chains is presented in Table 7 . For a fixed key space $N$, the security of $\rho$ - and $\xi$-chains are inferior to $\omega$-chains, which, in turn, are inferior to $\pi$-chains. For a fixed key space $N$ and $m \leq N^{1 / 2}, \rho$-chains are inferior to $\xi$-chains.

Table 7. Summary of expected values of several security metrics for $\rho$-, $\xi-, \omega_{\text {- }}$, and $\pi$-chains after $m$ iterations where $v \leq m \ll N^{1 / 2}$.

|  | $\rho$ | $\xi$ | $\omega$ | $\pi$ |
| :--- | :---: | :---: | :---: | :---: |
| Fraction of weak keys $k_{0}$ leading to repetitive cycles | $\frac{m^{2}}{2 N}$ | 0 | 0 | 0 |
| Fraction of keys $k_{i}$ being part of a collision | $\frac{m^{3}}{4 N}$ | $\frac{m^{2}}{2 N}$ | $\frac{m^{2}}{2 N}$ | 0 |
| Collision probability for first $v$ keys in one chain | $\frac{v^{2}}{2 N}$ | $\frac{v^{2}}{2 N}$ | $\frac{v^{2}}{2 N}$ | 0 |
| Collision probability for last $v$ keys in one chain | $\frac{m v}{N}$ | $\frac{v^{2}}{2 N}$ | $\frac{v^{2}}{2 N}$ | 0 |
| $m$-iterate key space size $\left\|S_{m}\right\|$ for a single chain | $\frac{2 N}{m}$ | $\frac{2 N}{m}$ | $\frac{2 N}{m}$ | $N$ |
| $m$-iterate key space size $\left\|S_{m}^{*}\right\|$ for the set of all chains | $\frac{2 N}{m}$ | $\frac{2 N}{m}$ | $N$ | $N$ |
| $\infty$-iterate key space size $\left\|S_{\infty}^{*}\right\|$ for the set of all chains | $N^{1 / 2}$ | 1 | $N$ | $N$ |
| Collision probability between $v$ random keys $\in S_{m}^{*}$ and | $\frac{m v^{2}}{2 N}$ | $\frac{m v^{2}}{2 N}$ | $\frac{v^{2}}{N}$ | $\frac{v^{2}}{N}$ |
| $v$ random keys $\in S_{m}^{*}$ |  |  |  |  |
| Collision probability between $v$ random keys $\in S_{m}^{*}$ and | $\frac{m v^{2}}{2 N}$ | $\frac{v^{2}}{N}$ | $\frac{v^{2}}{N}$ | $\frac{v^{2}}{N}$ |
| the last $v$ keys in one chain | $\frac{4 m v}{N}$ | $\frac{2 v^{2}}{N}$ | $\frac{2 v^{2}}{N}$ | $\frac{v^{2}}{N}$ |
| Max collision probability for $2 v$ keys from two chains |  |  |  |  |
| Collision probability for the last $c$ keys $k_{m-1}$ from $c$ chains ${ }^{2}$ | $\frac{m c^{2}}{4 N}$ | $\frac{m c^{2}}{4 N}$ | $\frac{c^{2}}{2 N}$ | $\frac{c^{2}}{2 N}$ |

$\rho$-chains always have a non-zero probability of repetitive cycles, irrespectively of the size of the key space. $\rho$-, $\xi^{-}$, and $\omega$-chains always have a non-zero probability of collisions, irrespectively of the size of the key space. $\rho$ - and $\xi$-chains have

[^0]predictable shrinking state spaces, and $\rho$-chains has the property that the $m+1$ iterate image points is a subset of the $m$-iterate image points. $\rho$-chains are notoriously hard to analyze and do not seem to have any significant benefits compared to $\xi$-chains as long as $m \leq N^{1 / 2}$. $\xi$-chains can easily be implemented with local counters that do not need to be transmitted. For a fixed key space $N$, $\omega$-chains have better security than $\xi$-chains. However, $\omega$-chains require that all parties agree on a random value to use in each iteration, and cannot efficiently handle out-of-order messages, whereas $\xi$-chains can.

A $\pi$-chain has the unique property of never having any collision. The cost of the permutation operation would be negligible in non-constrained devices using protocols where the key chain is not iterated each message. One-way permutations based on the discrete logarithm problem are however not quantum-resistant, which $\rho$-, $\xi^{-}$, and $\omega$-chains based on symmetrical primitives are.

## 4 Analysis of Affected Security Protocols

In this section, we assess the impact of our results on various security protocols employing symmetric key ratchets. The protocols under scrutiny-TLS 1.3 [45], DTLS 1.3 [46], QUIC [22, 54], Signal [51], MLS [3], EDHOC [47], and OSCORE [21, 48] -are widely used, recently standardized, or in the final stages of standardization. Our analysis is based on technical specifications; we have not examined implementations or deployments. For protocols that do not specify the intended security level $\lambda$ for different algorithms, we assume that the intended security level corresponds to the key size $n_{s}$ of the message keys $K_{i}$. Unless the protocol defines limits on the length $m$ of the key chain $k_{0}, k_{1}, \ldots, k_{m-1}$, we adopt the worst-case scenario, assuming an unlimited chain length.

### 4.1 TLS 1.3 Family of Protocols (TLS 1.3, DTLS 1.3, and QUIC)

The $\rho$-chains in the TLS 1.3 family of protocols (TLS 1.3, DTLS 1.3, and QUIC) exhibit very poor security properties, including weak keys, repetitive cycles, a high level of collisions at the end of chains, a predictable shrinking key space, and vulnerability to TMTO attacks that recover a large number of keys. In TLS 1.3 and QUIC the TMTO attack have complexity $T=M=D \leq N^{1 / 3}$. Most of the TLS 1.3 cipher suites offer less than 85 bits of single- and multi-connection security against these pre-computation attacks. DTLS 1.3 offers $(n-47) / 2$ bits of security against the new TMTO attacks as the chain length is limited to $2^{48}$. EAP-TLS 1.3 [44], DTLS-SRTP [32], and DTLS/SCTP [56, 57] are not affected as they do not use key update.

The simple attack described in Sect. 3.3 does not require any pre-computation and finds an AEAD (key, nonce) collision with complexity $T=N / m$ with negligible data and memory requirements $M=D=\mathcal{O}(1)$. The popular cipher suite TLS_CHACHA20_POLY1305_SHA256, which uses a 256-bit AEAD key, only provides $256-\log _{2} m$ bits of security against this collision attack, which compromises confidentiality, integrity, replay protection, and availability. When
key update is used, TLS_CHACHA20_POLY1305_SHA256 has a traffic secret space of only $257-\log _{2} m$ bits even though $n_{s}+n_{i v}=352$ bits are required to derive AEAD keys and IVs with the expected amount of entropy. The other cipher suites in Table 1 have less than the expected amount of entropy when $m>2^{33}$.

As shown in [42], the procedures used to calculate AEAD limits specified in Appendix B of DTLS 1.3 [46] and QUIC [22], exhibit significant flaws both in theory and practical application. The results in Sect. 3, reveal additional inaccuracies, particularly when considering long chains. The advantages calculated in the procedures assume independent and uniformly distributed keys with full entropy. When key update is used, the keys are not independent, and they are not uniformly distributed if they are derived from a smaller key space. Another issue not mentioned in [42] is that the procedures base decisions on probabilities rather than attack complexities. This yields disparate outcomes for different algorithms unless the work done by the attacker is constant across algorithms. These findings reinforce the recommendation in [42] to deprecate the procedures.

The findings in Sects. 3.2 to 3.6 illustrate significant theoretical design flaws in TLS 1.3, DTLS 1.3, and QUIC that should be addressed in future revisions. $\rho$-chains are notoriously hard to analyze, and several properties remain unknown, which are not good security traits. The use of $\rho$-chains is more problematic in the TLS 1.3 family of protocols than in the Signal protocol, as TLS 1.3, DTLS 1.3, and QUIC can be expected to use much longer chains than the Signal protocol.

A practical alternative in almost all use cases is to not use symmetric key update at all and instead set up new connections with ephemeral key exchange. As explained in [42], this gives much better security against key leakage/exfiltration than any key chains, and aligns with zero trust principles. It also aligns with the stronger definition of perfect forward secrecy that compromise of a single key compromise only the data protected by that single key. Modern ephemeral key exchange algorithms like x25519 [30] are very fast and have small message overhead. The public keys are 32 bytes long and the cryptographic operations take $53 \mu$ ser endpoint on a single core AMD Ryzen 55560 U [14], a mobile CPU from 2021. Ephemeral key exchange with the quantum-resistant algorithm MLKEM [37] that NIST will standardize is even faster. For the non-standardized Kyber512 version of ML-KEM the cryptographic operations take $12 \mu$ s for the client and $8 \mu \mathrm{~s}$ for the server [13] on the same CPU. In both algorithms, key generation can be pre-computed, reducing the time required for real-time cryptographic operations to $27 \mu$ s per endpoint for x 25519 and to $6 \mu \mathrm{~s}$ for the client and $8 \mu \mathrm{~s}$ for the server when ML-KEM-512 is utilized.

TLS 1.3 should clearly state the intended security levels for different cipher suites. The entropy issue with TLS_CHACHA20_POLY1305_SHA256 must be addressed irrespectively of rekeying by increasing the size of the traffic secrets and/or standardizing a new cipher suite The replay attack described in Sect. 3.3 could have been prevented by including the epoch in the AEAD key derivation, nonce, or additional authenticated data. However, the preferred solution is to abstain from using $\rho$-chains altogether. The existence of weak keys and repetitive
cycles can only be cured by removing the current $\rho$-chain and replacing it with something better.

We recommend current implementations and deployments of TLS 1.3, DTLS 1.3 , and QUIC to not use key update and, instead, establish new connections using ephemeral key exchange when rekeying is needed. We recommend implementations to rekey with ephemeral key exchange at every $2^{22.5}$ full-size records ( $2^{14}$ bytes) to align with current best practice and requirements recommending rekeying with ephemeral key exchange at least every hour and every 1-100 GB of data $[1,50]$. This approach offers significantly enhanced security against key leakage/exfiltration and the overhead of performing one ephemeral key exchange every $2^{22.5}$ messages is negligible. A mechanism for ephemeral key exchange within the connection could likely be done with smaller message sizes than resumption. We stress that the ephemeral keys should only be used once. As explained in the paper "Measuring the Security Harm of TLS Crypto Shortcuts" [52], reuse of key shares is a major practical security problem. We recommend TLS 1.3, DTLS 1.3, and QUIC to deprecate the current key update mechanism, which generates $\rho$-chains with insufficient state and without appropriate limitations on chain length. We also recommend all implementations and deployments to disable reuse of key shares and for IETF to forbid such reuse.

Expanded Chain States. Increasing the chain state size can be achieved by using larger traffic secrets. Currently, the TLS 1.3 specification [45] states that the size of the traffic secrets is equal to the output size of the hash function. HKDF-Expand [29], used in TLS, can utilize up to block size bytes of entropy from the key. Changing the size of the traffic secrets to the block size would significantly increase the size of the chain space $n$. The output size and block size of some SHA-2 functions [36] are shown in Table 8. Modern KDF algorithms like KMAC [23] have less restrictions.

Table 8. Output size and block size of some SHA-2 hash functions.

| Hash function | Output size | Block size |
| :--- | :---: | :---: |
| SHA-256 | 32 | 64 |
| SHA-384 | 48 | 128 |
| SHA-512 | 64 | 128 |

Improved Key Chains. The current key chain can be transformed into a $\xi$ chain by including a counter in the key derivation context, as is done in MLS [3]. DTLS 1.3 [46] already has such a counter, known as the epoch. Alternatively, the chain can be converted into an $\omega$-chain by including a random number in the key update message and including it in the key derivation context as done in

OSCORE [21]. TLS 1.3 [45] and DTLS 1.3 have dedicated key update messages while QUIC [22,54] indicates key update with a bit in the packet header. As explained in Sect. 3.5, even a 1-bit random salt is enough to make sure that $\left|S_{m}^{*}\right| \approx N$. Introducing a $\pi$-chain built on elliptic curve cryptography would be more complex and would not be useful together with the quantum-resistant algorithms ML-KEM [37] and ML-DSA [38] that TLS 1.3 will soon introduce. We are not aware of any quantum-resistant one-way permutations.

If a symmetric key update is needed in certain use cases and TLS 1.3 decide to continue using symmetric key chains, we recommend imposing very small, strict limits $\ell$ on the length of $\xi$ - or $\omega$ chains. The state sizes $n$ need to be increased so that the requirements outlined in Table 6 are fulfilled. Alternatively, the stated security levels can be adopted to fulfill the requirements outlined in Table 5. Note that symmetric rekeying should not be seen as a replacement for periodic rekeying with ephemeral key exchange in long-lived connections.

### 4.2 Signal Protocol

The Signal protocol [51] share many of the problems with the TLS family of protocols. The $\rho$-chains in Signal exhibit very poor security properties, including weak keys, repetitive cycles, a high level of collisions at the end of chains, a predictable shrinking key space, and vulnerability to TMTO attacks with complexity $T=M=D \leq N^{1 / 3}$ that recover a large number of keys. The Signal protocol [51] offer less than 85 bits of single- and multi-connection security against these pre-computation attacks. The Signal protocol recommends encryption with AES- 256 but only provides $256-\log _{2} m$ bits of security against the collision attack described in Sect. 3.3, which does not require any pre-computation and finds an AEAD (key, nonce) collision with complexity $T=N / m$ with negligible data and memory requirements $M=D=\mathcal{O}(1)$. The chain key space is only $257-\log _{2} m$ bits, which is smaller than the 256 -bit message key and much less that the 384 bits in the AES-256-CBC encryption key and the random IV. The findings in Sects. 3.2 to 3.6 illustrate significant theoretical design flaws in Signal that should be addressed in future revisions. $\rho$-chains are notoriously hard to analyze, and several properties remain unknown, which are not good security traits. The use of $\rho$-chains is slightly less problematic in the Signal protocol than in TLS 1.3, DTLS 1.3, and QUIC as the chains can be expected to be shorter. However, as found by [42], an attacker blocking messages in one direction can indefinitely increase the length of the chains.

Signal should clearly state the intended security levels. The entropy issue can only be addressed by increasing the size of the chain keys. The existence of weak keys and repetitive cycles can only be cured by removing the current $\rho$-chain and replacing it with something better. We recommend the Signal protocol to convert the key chain into an $\xi$-chain by including a counter in the key derivation context, as is done in MLS [3]. An $\omega$-chain would cause problems for out-of-order messages. We recommend imposing very small, strict limits $\ell$ on the chain length. The chain key size $n$ needs to be increased so that the requirements outlined in Table 6 are fulfilled. Alternatively, the stated security levels can be adopted to
fulfill the requirements outlined in Table 5. To increase security against multi-key attacks we recommend Signal to increase the size of the message key so that it is at least as big as the encryption key and the IV.

### 4.3 The Messaging Layer Security (MLS) Protocol

Background. The Messaging Layer Security (MLS) Protocol [3] is a standardized protocol for secure group messaging developed by the Internet Engineering Task Force (IETF). MLS utilizes a ratchet tree structure [12] for the effective management of cryptographic keys within a group. It is designed to support large groups with dynamic memberships, ensuring secure communication even as members join or leave the group. MLS have been deployed at scale to protect sensitive real-time conversations in Cisco Webex and many other applications are planning to transition to MLS.

As outlined in Section 9 of [3], each sender maintains two symmetric key ratchets for every other member in the group - one for handshake messages and another for application messages. The ratchets work very similar to the ratchets in Signal with the difference that a counter is used as context. Each message $i$ is encrypted using a ratchet key $K_{i}$ and a ratchet nonce $I V_{i}$, which are used only once. Before transmitting each message, the ratchet secret, key, and nonce undergo updates using a symmetric-key ratchet, as outlined in Section 9.1 of [3]. The ratchet key $K_{i}$, the ratchet nonce $I V_{i}$, and the next ratchet secret $k_{i+1}$ are computed using a Key Derivation Function (KDF) based on HKDF-Expand [29] as

$$
\begin{align*}
K_{i} & =\operatorname{KDF}\left(k_{i}, \text { "key" }, i, n_{s}\right), \\
I V_{i} & =\operatorname{KDF}\left(k_{i}, \text { "nonce" }, i, n_{i v}\right),  \tag{38}\\
k_{i+1} & =\operatorname{KDF}\left(k_{i}, \text { "secret", } i, n\right),
\end{align*}
$$

where $n$ is the size of the ratchet secret, $n_{s}$ is the size of the ratchet key, and $n_{i v}$ is the size of the ratchet nonce. MLS calls each iteration of the ratchet for a generation. MLS impose that $m \leq 2^{32}$ by specifying that the generation is encoded as an uint32. Table 9 provides a list of the KDF and AEAD algorithms in the initial MLS cipher suites. MLS specifies the intended security level $\lambda$ for all cipher suites.

Analysis. As MLS limits the length of the chain length to $\ell=32$, the $\xi$-chains in MLS only have benefits compared to $\rho$-chains. The $\xi$-chains do not exhibit any weak keys or repetitive cycles, and the single-connection TMTO attacks typically have success probability less than one, which may be less appealing to real-world attackers compared to attacks with a success probability close to one. It is commendable that MLS specifies a security level $\lambda$ for every cipher suite.

However, $\xi$-chains have a predictable shrinking key space and only offer $(n-31) / 2$ bits of security against the new TMTO attacks described in Sect. 3.6. The attacks lower the single-connection security of AES128GCM_SHA256 and

Table 9. The KDF and AEAD algorithms in the initial MLS cipher suites. $\lambda$ is the intended security level.

| Cipher suite | $\lambda$ | $n$ | $n_{s}$ | $n_{i v}$ | $n-\lambda$ | $n / \lambda$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| AES128GCM_SHA256 | 128 | 256 | 128 | 96 | 128 | 2.0 |
| CHACHA20POLY1305_SHA256 | 128 | 256 | 256 | 96 | 0 | 2.0 |
| AES256GCM_SHA512 | 256 | 512 | 256 | 96 | 256 | 2.0 |
| CHACHA20POLY1305_SHA512 | 256 | 512 | 256 | 96 | 256 | 2.0 |
| AES256GCM_SHA384 | 256 | 384 | 256 | 96 | 128 | 1.5 |

CHACHA20POLY1305_SHA256 to 112 bits and the single-connection security of AES256GCM_SHA384 to 176 bits. The new attacks do not lower the singleconnection security of AES256GCM_SHA512 and CHACHA20POLY1305_SHA512, which offer 234 bits of security against Hellman's TMTO attack [19, 39].

The sizes $n$ of the ratchet secrets should be increased so that the requirements outlined in Table 6 are fulfilled. Alternatively, the stated security levels can be adopted to fulfill the requirements outlined in Table 5. MLS uses HKDF-Expand and the size of the ratchet secrets is the values Nh from Hybrid Public Key Encryption (HPKE) [4]. Currently, all values are equal to the output sizes of the hash function, even though it's not explicitly stated as a rule. Similar to the approach described in Sect. 4.1 for TLS, MLS could expand the size of the ratchet secrets to the block size of the hash function.

### 4.4 Key Update for OSCORE (KUDOS)

Background. The Key Update for OSCORE (KUDOS) [21] is an extension to the Object Security for Constrained RESTful Environments (OSCORE) protocol [48]. KUDOS is currently undergoing standardization by the IETF. In OSCORE, the keying material consists of a master secret $k$ and a master salt $r$. KUDOS aims to provide efficient symmetric rekeying with forward secrecy. It differs from the TLS 1.3 key update by also refreshing the master salt, and each iteration introduces fresh randomness. In KUDOS, both parties provide random numbers $N 1$ and $N 2$, each ranging from 8 to 128 bits in length, with the recommended size being 64 bits. The next master secret $k_{i+1}$ and salt $r_{i+1}$ are computed using a Key Derivation Function (KDF) based on HKDF-Expand [29] as

$$
\begin{align*}
r_{i+1} & =N 1 \| N 2 \\
k_{i+1} & =\operatorname{KDF}\left(k_{i}, \text { label } 1, r_{i+1}, n_{k}\right) \tag{39}
\end{align*}
$$

where $n_{k}$ is the size of the master secret. From the master secret $k_{i}$, the AEAD key $K_{i}$ and the initialization vector $I V_{i}$ are derived as

$$
\begin{align*}
K_{i} & =\mathrm{KDF}\left(k_{i}, l a b e l 2, r_{i}, n_{s}\right),  \tag{40}\\
I V_{i} & =\operatorname{KDF}\left(k_{i}, l a b e l 3, r_{i}, n_{i v}\right) .
\end{align*}
$$

KUDOS does not enforce any limits $\ell$ on the chain length $m$ and does not make any recommendations regarding key lengths, salt lengths, KDF algorithms, and AEAD algorithms beyond what is stipulated by the OSCORE specification [48]. The OSCORE specification leaves the determination of the sizes $n_{k}$ of the master secret and $n_{r}$ of the master salt to the application and does not explicitly state the intended security level. The mandatory-to-implement algorithm is AES-128 with $n_{s}=128$ bits. In the provided examples [48], the size $n_{k}$ of the master secret $k$ is 128 bits, with or without a salt.

Analysis. The utilization of random salts $r_{i}$ in KUDOS implies that the chain of master secrets forms an $\omega$-chain, which offers good security properties. However, despite the unpredictable key space in $\omega$-chains, KUDOS remains vulnerable to TMTO attacks as discussed in [42]. A successful TMTO attack recovers half of the keys in the connection. As the master salt is included in the derivation of the AEAD key and IV, the state space in KUDOS is $n=n_{k}+n_{r}$ and should fulfill the requirements outlined in Table 6. Alternatively, the stated security levels can be adopted to fulfill the requirements outlined in Table 5. If the chain length remains unrestricted, the state space $n$ should be greater or equal to twice the security level $\lambda$. KUDOS should provide guidance on the relation between the chain state size $n$, security level $\lambda$, and maximum chain length $\ell$.

OSCORE [48] should provide guidance on the length of the master key and master salt. Even without KUDOS, the multi-key security is determined by $\min \left(n+n_{r}, n_{s}+n_{i v}\right) / 2$. Assuming that $\lambda=n_{s}$ and that $k$ and $r$ are uniformly random, OSCORE should require that $n \geq n_{s}$ and recommend that $n_{k}+n_{r} \geq$ $n_{s}+n_{i v}$. Additionally, OSCORE should also describe the single- and multi-key security levels if these conditions are not satisfied.

While an $\omega$-chain may offer acceptable security in the short term, as explained in Section 5.2 of [42], symmetric key exchange has significantly worse security properties than ephemeral Diffie-Hellman. We strongly recommend the KUDOS document to recommend periodic rekeying with ECDHE based on time and data using e.g., EDHOC. As explained in [42], the security advantages of employing periodic ephemeral key exchange are considerable, particularly in attack scenarios like side-channel attacks on Internet of Things (IoT) devices, where physical proximity is mandated. Current best practice and requirements for non-constrained implementations is to rekey with ephemeral key exchange at least every hour and every 1-100 GB of data [1,50]. As suggested in [42], constrained implementations should also mandate periodic rekeying with ephemeral Diffie-Hellman but could have a maximum period of 1 day, 1 week, or 1 month depending on how constrained the device and the radio is. Symmetric rekeying should not be seen as a replacement for periodic rekeying with ephemeral key exchange.

### 4.5 Ephemeral Diffie-Hellman Over COSE (EDHOC)

Background. Ephemeral Diffie-Hellman Over COSE (EDHOC) [47] is a Lightweight Authenticated Key Exchange (LAKE) currently undergoing standardization by the Internet Engineering Task Force (IETF). EDHOC has similar
security properties as TLS 1.3 but with message sizes potentially less than $1 / 7$ of a DTLS 1.3 handshake [43]. EDHOC has already been deployed in industry applications and many other deployments are planned. Appendix H of the EDHOC specification [47] specifies an optional key update function that can be used to update the key PRK_out $k$. It differs from the TLS 1.3 key update and the Signal symmetric ratchet, as it takes an application provided context as input

$$
\begin{equation*}
k_{i+1}=\operatorname{KDF}\left(k_{i}, \text { label }, \text { context }, n\right) . \tag{41}
\end{equation*}
$$

The EDHOC specification [47] states that the context, e.g., can be a counter, a pseudorandom number, or a hash, but does not provide any recommendations. It is mentioned that the context can be utilized to bind $k_{i+1}$ to the event that triggered the key update. EDHOC does not impose any limits $\ell$ on the chain length $m$ and does not explicitly state the intended security level $\lambda$. Table 10 provides a list of the EDHOC hash algorithm and Application AEAD algorithms in the initial cipher suites.

Table 10. The EDHOC hash algorithm and Application AEAD algorithm in the initial EDHOC cipher suites.

| Cipher suite | $n$ | $\lambda=n_{s}$ | $n_{i v}$ | $n-\lambda$ | $n / \lambda$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| AES-CCM-16-64-128, SHA-256 | 256 | 128 | 104 | 128 | 2.0 |
| A128GCM, SHA-256 | 256 | 128 | 96 | 128 | 2.0 |
| A256GCM, SHA-384 | 384 | 256 | 96 | 128 | 1.5 |
| ChaCha20/Poly1305, SHA-256 | 256 | 256 | 96 | 0 | 1.0 |
| ChaCha20/Poly1305, SHAKE256 | 512 | 256 | 96 | 256 | 2.0 |

It is unclear if any deployments intend to utilize the EDHOC key update mechanism. As known deployments and protocols like Authentication and Authorization for Constrained Environments (ACE) [49] were planning to instead use KUDOS [21] together with EDHOC, the IETF LAKE working group discussed removing EDHOC key update from the specification. However, it was decided to make the mechanism optional and relocate it to an appendix instead.

Analysis. With a fixed context, the EDHOC key update produces a $\rho$-chain with all its associated bad properties. We strongly recommend EDHOC to mandate that the input to the context includes a nonce (number used once, e.g., a counter or a random number) to guarantee that there are no weak keys, repetitive cycles, or high level of collisions at the end of chains. Using a counter produces a $\xi$-chain and using a random number produces a $\omega$-chain. EDHOC with key update is vulnerable to the TMTO attacks as discussed in Sect. 3.6. A successful TMTO attack recovers half of the keys in the connection.

It should be mentioned in the EDHOC specification that the cipher suite combining ChaCha20 and SHA-256 does not give 256-bit security when used
with key update as $n=256$. When EDHOC is used with OSCORE, the random IV does not increase protection against multi-key attacks as the 256-bit AEAD key and 96 -bit IV is derived from at most 256 -bits of entropy. When EDHOC is used with $\rho$ - or $\xi$-chains, the entropy is only $257-\log _{2} m$ bits. The cipher suite combining ChaCha20 and SHAKE256 gives 256 -bit security for $\omega$-chains but might not be suitable for constrained devices only having support for SHA-256.

EDHOC should clearly state the intended security levels. If EDHOC key update allows $\rho$ - or $\xi$-chains it is essential with strict limits $\ell$ on the chain length $m$. The size $n$ of the PRK_out needs to be increased so that the requirements outlined in Table 6 are fulfilled. Alternatively, the stated security levels can be adopted to fulfill the requirements outlined in Table 5. EDHOC should provide guidance on the relation between the chain state size $n$, security level $\lambda$, and maximum chain length $\ell$. Just like TLS and MLS, the size $n$ is the output size of the hash function, and using the approach described in Sect. 4.1 for TLS, EDHOC could expand the size of the keys to the block size when hen HKDF-Expand is used and unlimited when KMAC is used.

If used for long-term connections, EDHOC should mandate periodic rekeying with ECDHE based on time and data. As explained in [42], the security advantages of employing periodic ephemeral key exchange are considerable, particularly in attack scenarios like side-channel attacks on Internet of Things (IoT) devices, where physical proximity is mandated. Current best practice and requirements for non-constrained implementations is to rekey with ephemeral key exchange at least every hour and every 1-100 GB of data [1,50]. As suggested in [42], constrained implementations should also mandate periodic rekeying with ECDHE but could have a maximum period of 1 day, 1 week, or 1 month depending on how constrained the device and the radio is.

## 5 Conclusions, Recommendations, and Future Work

The findings and attacks presented in this paper highlight significant theoretical flaws in many crucial security protocols that utilize symmetrical key ratchets, resulting in significantly lower security levels than anticipated based on the message key sizes. We strongly advise against the use of $\rho$-chains. We recommend existing security protocols to phase out $\rho$-chains and replace them with better alternatives. One-way key chains have important use cases for messaging applications, group communication, and constrained environments. The use in general non-constrained two-party protocols is questionable and goes against established best practices for long-lived connections $[1,50]$. We stress that one-way key chains or ratchets should not be seen as general replacements for periodic rekeying with ephemeral key exchange in long-lived connections.

Based on the analysis, we recommend TLS 1.3, DTLS 1.3, and QUIC to:

- Deprecate the key update mechanism producing $\rho$-chains.
- Recommend ephemeral key exchange for all rekeying.
- Mandate periodic ephemeral key exchange based on time and data.
- Forbid reuse of key shares.
- Introduce a new key update mechanism producing $\xi$ - or $\omega$-chains.
- Increase the state size (traffic secret) of the chains.
- Introduce strict limits on the chain length.
- Clearly state intended security levels aligning with Table 5.

Based on the analysis, we recommend Signal to:

- Deprecate the symmetric ratchet producing $\rho$-chains.
- Introduce a new symmetric ratchet producing $\xi$-chains.
- Increase the state size (chain key) of the chains.
- Introduce strict limits on the chain length.
- Mandate rekeying with the Diffie-Hellman ratchet based on time and data.
- Clearly state intended security levels aligning with Table 5.

Based on the analysis we recommend MLS to:

- Increase the state size (ratchet secret) of the chains.
- Align security levels with Table 5.

Based on the analysis, we recommend OSCORE and KUDOS to:

- Introduce strict limits on the chain length.
- Provide guidance on the relation between the chain state size $n$, security level $\lambda$, and maximum chain length $\ell$.
- Provide guidance on the length of the master key and master salt as well as security levels.
- Recommend frequent rekeying with ECDHE based on time and data.

Based on the analysis, we recommend EDHOC to:

- Recommend frequent rekeying with ECDHE based on time and data.
- Clearly state intended security levels.
- Mandate that the key update context includes a counter or a random number.
- Introduce strict limits on the maximum chain length.

Suggested future work:

- Evaluate the use of key chains in protocol implementations and deployments. Differences between specifications, implementations, and actual deployments are often significant.
- Investigate how often actual deployments perform symmetric key updates and ephemeral Diffie-Hellman, and explore if an active attacker can influence the frequency.
- Assess how different concrete alternatives for rekeying ( $\xi$-chain, $\omega$-chain, $\pi$-chain, ephemeral key exchange inside connection, and resumption with ephemeral key exchange) impact the performance.
- Explore methods to construct quantum-resistant one-way permutations using, for example, lattice-, code-, or isogeny-based cryptography.
- Explore the new TMTO attacks Sect. 3.6 and propose new techniques, enhancements, and optimizations. The new TMTO attacks are optimization problems in six dimensions.
- Explore $\rho$-chains, derive formulas for the collision probability between multiple chains, determine the number of $m$-iterate image points near $N^{1 / 2}$, and estimate TMTO attack complexities close to $N^{1 / 2}$.
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## A Multi-Connection Attacks - Collisions Between Several Chains

The probabilities of a collision occurring within chains and between chains are not equal. An attacker might look at collisions between keys in several chains to be able to gather more data or, depending on the type of chain, increase the probability for a collision. A collision between two chains breaks the security of
both sessions but does not indicate a cycle in any of the chains. Let $p^{\prime}$ be the probability of a collision between $2 v$ keys where $v$ keys are from one chain and the other $v$ keys are from another chain. Let $p^{\prime \prime}$ be the probability of a collision between $c$ keys $k_{m}$ from $c$ different chains.
$\pi$-chains. While the probability of collision inside a single $\pi$-chain is zero, the probability of collisions between two $\pi$-chains is not zero. The probability of collision between two sets of $v$ keys each from two chains using the same permutation is $\approx v^{2} / N$. The attacker can achieve this probability by looking for collisions between the keys $k_{0}, k_{v}, k_{2 v}, \ldots, k_{(v-1) v}$ from the first chain and the keys $k_{0}, k_{1}, k_{2}, \ldots, k_{v-1}$ in the second chain. Note that the probability of collision between two sets of $v$ keys each from two chains using different random permutations is also $v^{2} / N$. This probability is given by the birthday attack between two sets. The probability of a collision between $c$ keys $k_{m}$ from $c$ different chains is $c^{2} / 2 N$. We get

$$
\begin{equation*}
p_{\pi}^{\prime} \approx \frac{v^{2}}{N} \text { and } p_{\pi}^{\prime \prime} \approx \frac{c^{2}}{2 N} \tag{42}
\end{equation*}
$$

$\boldsymbol{\omega}$-chains. The probability of a collision between $2 v$ keys where $v$ keys are from one chain and the other $v$ keys are from another chain is the same as the collision probability of $2 v$ keys from a single chain. The probability is given by the birthday attack as $\approx(2 v)^{2} / 2 N=2 v^{2} / N$. As $\left|S_{m}^{*}\right| \approx N$, the probability of a collision between $c$ keys $k_{m}$ from $c$ different chains is $c^{2} / 2 N$. We get

$$
\begin{equation*}
p_{\omega}^{\prime} \approx \frac{2 v^{2}}{N} \text { and } p_{\omega}^{\prime \prime} \approx \frac{c^{2}}{2 N} \tag{43}
\end{equation*}
$$

$\boldsymbol{\xi}$-chains. The probability of a collision between $2 v$ keys where $v$ keys are from one chain and the other $v$ keys are from another chain is the same as the collision probability of $2 v$ keys from a single chain. The probability is given by the birthday attack as $\approx(2 v)^{2} / 2 N=2 v^{2} / N$. As $\left|S_{m}^{*}\right| \approx 2 N / m$, the probability of a collision between $c$ keys $k_{m}$ from $c$ different chains is $c^{2} / 2(2 N / m)=m c^{2} / 4 N$. We get

$$
\begin{equation*}
p_{\xi}^{\prime} \approx \frac{2 v^{2}}{N} \text { and } p_{\xi}^{\prime \prime} \approx \frac{m c^{2}}{4 N} \tag{44}
\end{equation*}
$$

$\rho$-chains. Based on our numerical simulations, the probability $p^{\prime}$ of a collision between $2 v$ keys where $v$ keys are the last keys from one chain and the other $v$ keys are the last keys from another chain seems to be significantly higher than the probability $\approx 2 m v / N$ of a collision between the last $2 v$-keys in a single chain. Note that the collision probability is at least $2 m v / N$ as the probability of a collision inside each of the chains is $m v / N$. Based on our numerical simulations in key spaces with size $2^{16}$ and $2^{24}, p^{\prime} \approx 4 m v / N$ and it is beneficial for an attacker to look for collisions between two chains. Collisions between $\rho$-chains is
shortly mentioned in [20], which write that the analysis seems to be complicated. The probability of a collision between $c$ keys $k_{m}$ from $c$ different chains is $c^{2} / 2(2 N / m)=m c^{2} / 4 N$. We get

$$
\begin{equation*}
p_{\rho}^{\prime} \approx \frac{4 m v}{N} \text { and } p_{\rho}^{\prime \prime} \approx \frac{m c^{2}}{4 N} \tag{45}
\end{equation*}
$$

## B Expanded State Space in $\rho$-, $\boldsymbol{\xi}$-, and $\omega$-chains.

In all existing security protocols we are aware of, the only information retained between iterations is the key $k_{i}$, resulting in the chain state size $n$ being equal to the key size. The chain state size can be increased by increasing the key size. The state size $n$ can also be expanded beyond the key size by incorporating a salt $z$ with size $n_{z}$ as part of the context

$$
\begin{align*}
k_{i+1} & =\operatorname{KDF}\left(k_{i}, \text { label } 1,\left[z_{i}, \ldots\right], n_{k}\right),  \tag{46}\\
z_{i+1} & =\operatorname{KDF}\left(k_{i}, \text { label } 2,\left[z_{i}, \ldots\right], n_{z}\right) .
\end{align*}
$$

The state size becomes $n=n_{k}+n_{z}$, where $n_{k}$ is the key size. This is useful in KDFs that has a fixed key size or those that only make use of a limited amount of entropy from the key. Considering the relatively inexpensive nature of key derivation, the approach detailed in Eq. (46) seems preferable to using a fixed salt like $z_{0}$ as context, as in $k_{i+1}=\operatorname{KDF}\left(k_{i}\right.$, label, $\left.\left[z_{0}, \ldots\right], n_{k}\right)$. The latter solution would expand the space $S_{m}^{*}$ for all chains but not the space $S_{m}$ for a single chain.


[^0]:    ${ }^{1}$ The value $4 m v / N$ is an estimate based on simulations in key spaces with size $2^{16}$ and $2^{24}$. The collision probability is at least $2 m v / N$, see Appendix A.
    ${ }^{2}$ See Appendix A.

