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Abstract. This paper gives the first lattice-based two-round threshold signature based on lattice
assumptions for which the first message is independent of the message being signed without relying
on fully-homomorphic encryption. Our construction supports arbitrary thresholds and is scalable to
support a large number of signers, say n “ 1024.
Our construction provides a careful instantiation of a generic threshold signature construction by Tes-
saro and Zhu (EUROCRYPT ’23) based on specific linear hash functions, which in turns can be seen as
a generalization of the FROST scheme by Komlo and Goldberg (SAC ’20). Our reduction techniques
are new in the context of lattice-based cryptography. Also, our scheme does not use any heavy tools,
such as NIZKs or homomorphic trapdoor commitments.

1 Introduction

Multiple novel applications, primarily motivated by blockchains (e.g., digital wallets [GGN16]),
are re-energizing a multi-decade agenda aimed at developing practical threshold signatures [Des88,
DF90] with the goal of reducing trust assumptions in systems using digital signatures. To this
end, recall that in a t-out-of-n threshold signature scheme, a set of n signers each hold shares of a
secret signing key associated with a public verification key. Any subset of at least t of these signers
should be able to come together and run a signing protocol to produce a signature on any message.
However, an adversary that controls an arbitrary subset of fewer than t signers should not be able,
on its own, to come up with a valid signature, even when they maliciously deviate from the protocol.

Threshold signatures are currently the focus of standardization efforts by NIST [Natnt] and
IETF [CKGW22], and threshold signing protocols for a number of existing signature schemes
have been given from a variety of cryptographic assumptions. These include threshold versions
of BLS [Bol03, BL22], Schnorr [SS01, GJKR03, KG20, Lin22, BCK`22, CGRS23, CKM23a] and
(EC-)DSA [GJKR96, GJKR07, GGN16, BGG19, GG18, LNR18, CGG`20], along with several
schemes for ad-hoc signatures in pairing-free groups with specific properties [CKM`23b, TZ23,
BLT`23]. Several RSA-based constructions [DDFY94, GRJK00, Sho00, DK01, TZ23] have also
been proposed.

Lattice-based threshold signatures.With the threat of quantum computers looming on the
horizon (and, in particular, their ability to break all assumptions behind all aforementioned thresh-
old signatures), a widely recognized goal is to develop threshold signatures that are based on
quantum-safe assumptions. The most natural candidate for such schemes are lattice-based assump-
tions, considering in particular the fact that NIST has selected DILITHIUM [LDK`22] and FAL-
CON [PFH`22], two lattice-based signature schemes, for standardization. Regardless of quantum
safety, it is also important to obtain constructions from a set of assumptions as diverse as possible.

While lattice-based cryptography has been enormously successful in enabling extremely sophis-
ticated functionalities, building efficient lattice-based threshold signatures has turned out to be
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very challenging. In principle, the problem can be solved generically and round optimally with
constructions [BGGK17, BGG`18, ASY22] based on Fully-Homomorphic Encryption (FHE), but
these require the homomorphic evaluation of the signing algorithm within the FHE, thus imposing
a substantial computational and communication overhead on the signing process.

There have been attempts [DOTT21, Che23] at giving more direct constructions of two-round
signing protocols based on the Fiat-Shamir-with-abort paradigm [Lyu09], obtained by adapting
constructions for the related notion of multi-signatures. These constructions only realize n-out-of-n
threshold signatures, i.e., do not tolerate arbitrary thresholds t ă n. Gur, Katz, and Silde [GKS23]
recently proposed a new two-round construction based on linearly homomorphic encryption (LHE)
which supports arbitrary thresholds. Both rounds are message-dependent, and they rely on homo-
morphic trapdoor commitments and NIZKs to ensure security against malicious signers. For n “ 5
and t “ 3, their signatures and public keys have sizes 11.5 and 13.6 KB, respectively, whereas the
communication costs for signing are roughly 1.5MB. Recent work by del Pino et al. [dPKM`24]
proposes a more efficient lattice-based threshold signature scheme that does not rely on FHE or
the aforementioned heavy primitives, but the drawback is that the protocol has three message-
dependent rounds.

Better two-round threshold signatures. In this paper, we pursue the question of design-
ing better and more efficient two-round threshold signatures. Clearly, we would like to minimize
communication along with signature and key sizes, but other properties are desirable. For exam-
ple, a fundamental property of FROST [KG20, BCK`22] is that it is partially non-interactive, in
that while the signing protocol consists of two rounds, the first round messages are simply nonces
independent of the message being signed. This allows us to recover some of the positive features of
non-interactive schemes by preprocessing the initial round. Currently, with the exception of FHE-
based schemes, we do not know of any partially non-interactive lattice-based threshold signatures.
Note that in fact partially non-interactive lattice-based multi-signatures exist [BTT22], inspired by
the discrete-log based counterparts [NRS21], but it is not clear how to turn these into threshold
signatures, especially for the case t ă n.

Our contributions. In this paper, we develop the first partially non-interactive lattice-based
threshold signatures where signing proceeds in two rounds, and the first round only consists of
message-independent nonces. Our scheme does not rely on FHE or other heavy primitives like NIZKs
and trapdoor commitments. The security of our scheme is based on standard lattice assumptions,
in particular, we rely on the Module-SIS assumption.

To achieve 128-bit of security and allow for up to 264 signatures to be generated with the same
key, for the case n “ 5, which is the same setting considered by [GKS23], the signatures in our
scheme have sizes roughly of 199 KB with the size of public keys 23.7 KB, and the communication
complexity per signer is 814.6 KB. While the signature and public key sizes are larger than [GKS23],
we achieve better communication complexity. Also, our scheme supports a large number of signers
with reasonable efficiency, which is hard for the HE-based schemes. For n “ 1024,1 the public key
size is 39.2 KB, the signature size is 613.7 KB, and the communication complexity per signer is 1.6
MB. As noticed in [dPKM`24], the signature size from the LHE-based scheme [GKS23] is expected
to be much larger when pn, tq grows, since the scheme uses homomorphic trapdoor commitments,
similar to Damg̊ard et al. [DOTT21].

Like other recent works [BCK`22, BLT`23, CKM23a, dPKM`24], we do not propose an explicit
distributed key generation (DKG) protocol. (We can envision that keys are either set up manually,

1 Setting n “ 1024 and the maximum number of issued signatures to 264 follows NIST recommendations [Natnt]
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or that they are the output of a suitable generic MPC protocol.) We leave the design of suitable
DKG protocols as an interesting open question.

Our approach. A common way to construct an efficient lattice-based primitive is to take an
efficient construction based on pairing-free groups and translate it into a lattice-based scheme.
However, one key barrier in translating ideas from FROST, the state-of-art group-based partially
non-interactive threshold signature scheme, to the lattice setting is that the security analysis of
FROST relies on the one-more discrete logarithm assumption, of which no analog is known in the
lattice world. A recent work by Tessaro and Zhu [TZ23] proposes a variant of FROST based on
linear hash functions (LHF) and gives a security reduction to the plain DL assumption. Inspired by
the work of Hauck et al. [HKLN20], which turns a LHF-based blind signature scheme into a lattice-
based one, our starting point is to translate the LHF-based threshold signatures into lattice-based
threshold signatures. The main difficulty in this idea is that the lattice-based linear hash functions
do not have the desirable algebraic properties as required in the original analysis from [TZ23]. We
refer to the technical overview below for the detailed issues and our solutions.

However, we want to particularly point out that our solution requires stronger properties from
the underlying secret sharing scheme, which are satisfied by the secret sharing scheme by Benaloh
and Leichter [BL90]. We also discuss in Section 3.3 the issues which make other secret sharing
schemes, such as the one by Applebaum et al. [ANP23], not applicable to our use case.

Significance of the work.We emphasize that we see the primary value of our paper in showing
the feasibility of constructing partially non-interactive threshold signatures without using FHE and
new techniques involved in transforming a DL-based schemes into a lattice-based one. Nonetheless,
we note that the efficiency of our schemes is still within the practical realm and deserves further
investigation.

Other related works.We discuss some additional related works we have not discussed above.
An alternative approach to obtain threshold signatures is to leverage standard MPC techniques to
evaluate (part of the) signing. For example, Bendlin et al. [BKP13] use this approach to obtain a
threshold version of GPV signatures [GPV08]. More recently, Cozzo and Smart [CS19] considered
more broadly MPC-based instantiations of NIST post-quantum signature candidates and concluded
that they are unlikely to lead to practical solutions.

1.1 Technical Overview

Our starting point is a variant of FROST [KG20] proposed by [TZ23] which gives a threshold signa-
ture scheme based solely on the DL assumption, instead of the stronger one-more DL assumption.
The key idea is to replace the map x ÞÑ gx (for a generator g) in FROST with a compressing
and collision resistant linear map F : D Ñ R, referred to as a linear hash function (LHF), where
D and R are two vector spaces over a scalar field S. The secret key of the scheme is a random
element sk P D and the corresponding public key is pk Ð F pskq. The secret key shares tskiuiPrns

are generated using Shamir’s secret sharing. The signing protocol consists of one offline round and
one online round.

- In the offline round, each signer i samples ri,0, ri,1 P D and publishes a token pRi,0, Ri,1q Ð

pF pri,0q, F pri,1qq.

- In the online round, to sign a message µ, the user selects a set of signers SS of size at least t
and sends a request lr Ð pµ,SS , tRi,0, Ri,1uiPSS q to each signer in SS . Each signer i sends RÐ
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ř

i1PSS pRi1,0 ` bRi1,1q with bÐ H1ppk, lrq, and zi Ð ri,0 ` bri,1 ` cλSS
i ski with cÐ H2ppk, µ,Rq

to the user, where H1 and H2 are two hash functions.
- Finally, the signature is computed as pR, z “

ř

iPSS ziq. To verify it, one checks whether F pzq “
R` c ¨ pk for c “ H2ppk, µ,Rq.

Here H1,H2 : t0, 1u˚ Ñ S are hash functions. We note that the underlying signature scheme can
be viewed as a LHF-based analog of Schnorr signatures. The required properties of F is that: 1.
it is linear, i.e. F paq ` F pbq “ F pa ` bq holds for any a, b P D; 2. it is collision resistance, i.e. it is
hard to find x ‰ y P D such that F pxq “ F pyq for a randomly sampled F ; 3. it is compressing,
i.e. the pre-image of any element in R under F contains multiple elements. As observed by Hauck
et al. [HKLN20], a natural candidate to instantiate LHF from lattices is F pxq “ Ax, where A is
a randomly sampled matrix A P Rkˆm

q for a prime q and the ring Rq :“ ZqrXs{pX
N ` 1q, with

D “ tx P Rm
q | }x}8 ď σxu, R “ Rk

q , and S “ Rq, where σx ă q is a constant. It is clear that F

is linear and compressing if |D| “ p2σxq
mN " qkN “ |R|. Also, F is collision resistance under the

Module-SIS (MSIS) assumption, which guarantees that given a uniform matrix A P Rkˆℓ
q , it must

be infeasible to find a small-norm solution x ‰ 0 such that Ax “ 0. If one can find x1 ‰ x2 P D
such that F px1q “ F px2q, we have Apx1 ´ x2q “ 0, which gives us a MSIS solution px1 ´ x2q for
A with infinite norm bounded by 2σx.

Unfortunately, we cannot simply apply the analysis from [TZ23] to the above lattice-based
instantiation. A simple reason is that D as defined above is not a linear space,2 both of which are
required by the prior analysis. There are also more technical reasons why this does not work, and
to see what they are, we now try to apply the prior analysis here.

Reduction idea from prior work. The reduction idea is simple. Given an adversary A that
breaks unforgeability of the threshold signature scheme, we construct a MSIS adversary B as follows:
(In the analysis, H1 and H2 are modeled as random oracles.) Initially, B receives a MSIS challenge
A. Then, B runs A by simulating the key generation, the signing sessions and the random oracles
following the protocol by itself. If A returns a valid message-signature pair pµ˚, sig˚ “ pR˚, z˚qq,
B rewinds A to the step that the query H2ppk, µ

˚,R˚q is made and runs A again while answering
its random oracle queries with refreshed randomness. If A returns pµ̄˚, sig

˚
“ pR̄

˚
, z̄˚qq with

pµ˚,R˚q “ pµ̄˚, R̄
˚
q, then we find a collision F pz˚ ´ c ¨ skq “ R˚ “ R̄

˚
“ F pz̄˚ ´ c̄ ¨ skq, where c

and c̄ are the outputs of H2ppk, µ
˚,R˚q in the first and second execution respectively. Therefore, B

returns pz˚ ´ z̄˚ ´ pc´ c̄q ¨ skq. Otherwise, B aborts.
By the Forking Lemma, we can show that with high probability B does not abort and c ‰ c̄ if A

breaks unforgeability with high probability. The difficulty here is to show we indeed find a collision,
i.e. pz˚´ z̄˚´pc´ c̄qskq ‰ 0. The prior analysis from [TZ23] shows that for any two different secret
keys sk, sk1 mapping to the same public key, there exists a bijection Φ that maps the randomness
ρ of B to another randomness ρ1 such that the view of A given psk, ρq is identical to that given
psk1, ρ1q. Therefore, A outputs the same pµ˚,R˚, z˚, µ̄˚, R̄

˚
, z̄˚q independent of whether B is run

with psk, ρq or psk1, ρ1q. Since sk ‰ sk1 and c ‰ c̄, we have z˚´ z̄˚´pc´ c̄q ¨ sk ‰ z˚´ z̄˚´pc´ c̄q ¨ sk1,
so B wins in at least one of the cases. Hence, B wins with at least half of the probability that B
does not abort.

Challenges in lattice instantiations. The main challenges lie in how to construct Φ. Note
that given the secret key sk, the execution of B is determined by the randomness h for answering
RO queries, the secret key shares tskiuiPrns, and the randomness pri,0, ri,1q for generating the tokens

2 This is because given x1,x2 with infinite norm bounded by σx, }x1 ` x2}
8

can exceed σx.

4



of each signing session. Therefore, we only consider Φ defined over those variables. First of all, Φ
maps h to itself since A can learn h from RO queries. For the other two parts, Φ satisfies the
following:

(1) Φ maps tskiuiPrns to tsk1
iuiPrns such that tsk1

iuiPrns is the shares of sk1 and ski “ sk1
i for any

corrupted signer i.
(2) For the interaction with signer i during signing, Φ maps pri,0, ri,1q to pr1

i,0, r
1
i,1q such that

F pri,0q “ F pr1
i,0q, F pri,1q “ F pr1

i,1q, and

ˆ

1 b
1 b̄

˙ ˆ

ri,0
ri,1

˙

`

ˆ

cλSS
i ski

c̄λSS
i ski

˙

“

ˆ

zi

z̄i

˙

“

ˆ

1 b
1 b̄

˙ ˆ

r1
i,0

r1
i,1

˙

`

ˆ

cλSS
i sk1

i

c̄λSS
i sk1

i

˙

,

where we use p̄¨q to denote the variables after rewinding. (It is possible that the adversary makes
only one query or the same queries for the token during the two executions, but these cases are
easier to deal with. Thus, we only discuss the above hardest case here.)

It is not hard to satisfy the first condition due to the property of secret sharing. For the second
condition, by the idea of prior work, if b´ b̄ is invertible, we can set pr1

i,0, r
1
i,1q “ pri,0 ` pc´ bpb´

b̄q´1∆cq∆sk, r
1
i,1 ` pb ´ b̄q´1∆c∆skq, where ∆c “ c ´ c̄ and ∆sk “ λSS

i pski ´ sk1
iq. It is not hard to

check that it satisfies the above equation. However, the problem is that the map is not a bijection
since D is not a vector space. There is no guarantee that pr1

i,0, r
1
i,1q P D for ri,0, ri,1 P D. A common

solution, which was also used by Hauck et al. [HKLN20], is to enlarge D (by increasing σx) such
that pr1

i,0, . . . , r
1
i,ℓq P D except for a negligible fraction of pri,0, . . . , ri,ℓq. Still, there are two issues

we need to address: 1. We need to show that the shift pb´ b̄q´1∆c∆sk is small. is small; 2. To make
the fraction of bad randomness negligible, we have to set σx “ Ωp2κ

›

›pb´ b̄q´1∆c∆sk

›

›q, where κ
denotes the security parameter. This would lead to a very large modulus.

Our solution. For the first issue, we need to show all of the three parts, i.e., pbj ´ b̄jq
´1, ∆c,

and ∆sk, are small. To make sure the inverse of pbj ´ b̄jq
´1 is small, the idea is to restrict the

range of H1 to be t0, 1u. As a result, with 1{2 probability, b ´ b̄ P t1,´1u and thus its inverse is
small (either 1 or ´1). Then, we boost the probability to 1 ´ 2´2κ by increasing the number of
nonces. More precisely, in the offline round, each signer i samples ri,0, ri,1, . . . , ri,ℓ for ℓ “ 2κ. In
the online round, signer i returns zi Ð ri,0`

ř

jPrℓs bjri,j , where pb1, . . . , bℓq P t0, 1u
ℓ are computed

from H1. Also, Φ maps pri,0, . . . , ri,ℓq to pr
1
i,0, . . . , r

1
i,ℓq “ pri,0`pc´ bjpbj´ b̄jq

´1∆cq∆sk, . . . , ri,j´1,

ri,j ` pbj ´ b̄jq
´1∆c∆sk, ri,j`1, . . . , ri,ℓq, where j denotes the first index with bj ‰ b̄j .

For ∆c, it is a common practice to sample c with small ℓ1-norm, which implies the norm of
∆c is small. Lastly, we have to ensure that the norm of ∆sk is small. This imposes an additional
requirement on the secret sharing scheme. Namely, it requires that there exists a map Φ satisfying
the aforementioned condition (1) and in addition, satisfying that

›

›ski ´ sk1
i

›

›

8
is small. We show

that a special class of secret sharing schemes, referred to as linear secret sharing schemes with
small coefficients, satisfies the requirement. We refer to Section 3 for the detailed definition and
instantiation.

To address the second issue, we sample each ri,j from an m-dimensional discrete Gaussian
distribution centered at the origin with variance σx. Intuitively,D becomes a probability distribution
instead of a set, and we can show that B wins with high probability as long as the ratio α “
Prrpri,0,...,ri,ℓqs

PrrΦpri,0,...,ri,ℓqs
is close to 1 except for a negligible fraction of pri,0, . . . , ri,ℓq. More precisely, we

need to show αqs P p1 ´ ε, 1 ` εq for some constant ε, where qs denotes the number of signing
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sessions. Since the map only shifts ri,0 and ri,j by roughly ∆ “ ∆c∆sk, the ratio is roughly

exp

ˆ

}∆}
2

`2}∆}¨}pri,0,...,ri,ℓq}
σ2
x

˙

, and we can achieve the desired bound by setting σx “ Ωpqs }∆}q.

We now discuss two important optimizations we made to improve the efficiency of our protocol
in the following paragraphs.

Decreasing the number of nonces. In the above protocol, the number of nonces generated is
equal to the security parameter, resulting in significant overhead in communication complexity. To
decrease the number of nonces ℓ, the key observation is that we can extend the domain of b to
Sb :“ t˘e0, . . . ,˘eN´1u, where ei “ Xi P Rq. Although for any b ‰ b̄ P Sb, pb´ b̄q is not invertible,
we show that there exists vb´b̄ P R such that vb´b̄pb ´ b̄q “ 2 and

›

›vb´b̄

›

›

1
ď 1. Therefore, we let

each signer compute zi Ð ri,0 `
ř

jPrℓs bjri,j ` 2c ¨ λSS
i ski, and, then we can structure the map Φ

following the same way as above except that we replace pb ´ b̄q´1 with vb´b̄. As a result, we just
need to set ℓ “ 2κ{ logp2Nq, which is 10 times smaller for N “ 512 used in our concrete efficiency
analysis.

Improving modulus size using the Rényi Divergence. Another main efficiency problem is
that the modulus size depends linearly on qs, which is implied by how we set σx. To address this,

we observe that the ratio
Prrpri,0,...,ri,ℓqs

Prrpr1
i,0,...,r

1
i,ℓqs

is not evenly distributed. It gets larger as the norm of

ri,j becomes larger. However, as the norm of ri,j becomes larger, its probability of being sampled
becomes exponentially small. As a result, there are only a small fraction of points with ratios close
to the ratio bound, while a large proportion of points have much smaller ratios. Therefore, we try to
use the Rényi divergence, which computes the average of the probability ratio of two distributions.
More precisely, instead of considering the probability that a particular random value pri,0, . . . , ri,ℓq
is sampled, we consider the distribution of the view of A conditioning on sk (denoted by Tsk)
directly. We show that B wins with high probability as long as the Rényi divergence Rα pTsk}Tsk1q

is close to 1. Then, we observe that the Rényi divergence of the view of A in a single signing session
given sk from that given sk1 is roughly the Rényi divergence of two discrete Gaussian distributions
both with variance Opσxq and with distance }∆} between their centers. Thus, considering all signing

sessions (both before and after the rewinding), Rα pTsk}Tsk1q is roughly exp
´

qs }∆}
2
{σ2

x

¯

, where the

constants and unimportant factors are omitted. Therefore, we can set σx “ Ωp
?
qs }∆}q, improving

the modulus size by a factor of
?
qs. We also note that similar techniques have been used by Agrawal

et al. [ASY22] to improve the modulus size of the FHE-based scheme.

2 Preliminaries

2.1 Notations

For any positive integers k ă n, rns denotes t1, . . . , nu, and rk..ns denotes tk, . . . , nu. We use κ to
denote the security parameter. For a finite set S, |S| denotes the size of S, and xÐ$ S denotes
sampling an element uniformly from S and assigning it to x. For a distribution D, xÐ$ D denotes
sampling x according to D. For a sequence of variables x1, . . . , xℓ, we use xri..js to denote pxi, . . . , xjq.
For any vector space V over a field F and a set S P V , we denote SpanF pSq as the F -span of S,
which is the smallest F -subspace of V that contains S. In particular, we omit F from the subscript
if F “ R. For a finite set S “ tv1, . . . , vnu Ď V , we say S is F -linearly independent if and only if
for any non-zero pa1, . . . , anq P Fn,

ř

iPrns aivi ‰ 0. We say S is a F -basis of V if and only if S is
F -linearly independent and SpanF pSq “ V . The dimension of V is equal to the size of S.
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2.2 Polynomial Rings

Let q be an odd prime and N be a power of 2. We denote the ring R :“ ZrXs{pXN ` 1q, which
is contained in the field KR “ RrXs{pXN ` 1q, and let Rq :“ R{qR – ZqrXs{pX

N ` 1q. For an

element v P KR, where v “
řN´1

i“0 viX
i, we denote its conjugate as v˚ “

řN´1
i“0 ´viX

N´i. We say
v P R if and only if vi “ 0 for all i P rN ´ 1s. We use ϕ to denote the coefficient embedding that
embeds KR in RN , and ϕ maps v to vector pv0, . . . , vN´1q P RN . When applying ϕ to a vector
v P Km

R , ϕ maps v to a vector in RmN by applying ϕ to each entry of v. The map ϕ is a bijection,
and we denote its inverse by ϕ´1. An ℓp-norm of v P Km

R is given by

}v}p :“ }ϕpvq}p “

˜

m
ÿ

i“1

N´1
ÿ

j“0

vpi,j

¸

1
p

,

where vi,j denotes the coefficient of Xj of the i-th entry of v. Additionally, the ℓ8-norm of v is
defined as }v}8 :“ maxiPrms,jPr0..N´1s vi,j . For the ℓ2-norm, we omit the subscript and denote }v}

as the ℓ2-norm of v. Denote the conjugate transpose of v P Km
R as v: :“ pv˚qT . We define the

inner product of two vectors v,v1 P Km
R as xv,v1y :“ v:v1. We say the two vectors are orthogonal

if v:v1 “ 0. Also, we have }v} “ v:v. We say v is a unit vector if }v} “ 1.
Also, we define a map ϕM that maps each element in KR to a matrix in RNˆN as follows.

Let MX :“

ˆ

0 IN´1

´1 0

˙

P RN , where IN´1 is the identity matrix in RN´1. For each v P KR,

ϕMpvq :“
řN´1

i“0 viM
i
X , which can be viewed as the matrix representation of v. In particular, for ϕ

and ϕM, the following properties hold: for any v, v1 P KR,

ϕMpv
˚q “ ϕMpvq

T , ϕMpvv
1q “ ϕMpvqϕMpv

1q and ϕMpvqϕpv
1q “ ϕpvv1q . (1)

We extend the above definitions to Rq by representing each v P Rq as v “
řN´1

i“0 viX
i, where

vi P t´pq ´ 1q{2, . . . , pq ´ 1q{2u.
For a matrix M P Kmˆm

R , we denote its conjugate transpose as M : “ pM˚qT , and we say M
is hermitian if M “ M :. We say M is positive definite if and only if M is hermitian and for all
x P Km

R zt0u, x
:Mx is a positive real number. We show the following lemma, which extends the

spectral theorem to positive definite matrices over KR.

Lemma 1. For any integer m ě 1 and a positive definite matrix M P Kmˆm
R , there exists

λ1, . . . , λm P R and orthogonal unit vectors v1, . . . ,vm P K
m
R such that λi ą 0 and M “

řm
i“1 λiviv

:

i .

Proof. Let M 1 “ ϕMpMq P RmNˆmN . We first show M 1 is positive definite. Since M “M :, we have
M 1 “ ϕMpMq “ ϕMpM

:q “ ϕMpMq
T “ pM 1qT , which means M 1 is a symmetric matrix. Therefore,

there exists λ̂1, . . . , λ̂mN P R and orthogonal unit vectors r1, . . . , rmN P RmN such that M 1ri “ λ̂iri
for i P rmN s. For each ri, we know v1

i “ ϕ´1priq is an eigenvector of M for eigenvalue λ̂i since
ϕpMv1

iq “ ϕMpMqϕpv
1
iq “ M 1ri “ λ̂iri “ ϕpλ̂iv

1
iq. Also, since M is positive definite, pv1

iq
:Mv1

i “

λ̂i }v
1
i} ą 0, which implies λ̂i ą 0. For each eigenvalue λ, let S be the set of eigenvectors v1

i such

that λ̂1
i “ λ and let T “ SpanpSq. Then, each v P T is also an eigenvector of M with eigenvalue

λ. Since for each v,v1 P T and a P KR, we have that Mpv ` av1q “ Mv ` aMv1 “ λ1
ipv ` av1q

and thus v ` av1 P S, which implies S is a KR-vector subspace of Km
R . Therefore, there exists an

orthonormal KR-basis tv
pλq

1 , . . . ,v
pλq

k u of T . We find such a basis for each eigenvalue λ̂1
i and let V be
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their union. Since for two different eigenvalues λ, λ1, their eigenvectors are orthogonal, we know V
is an orthonormal KR-basis of K

m
R . Let tv1, . . . ,vmu “ V and λi be the corresponding eigenvalue

of vi. Let U be a matrix in Kmˆm
R such that the i-th column is vi. Then, we have U :U “ I “ UU :

and thus M “MUU : “ UΛU : “
řm

i“1 λiviv
:

i , where Λ is a diagonal matrix with diagonal entries
λ1, . . . , λm. [\

Also, we show the following lemmas establishing the properties of the set Sb :“ t˘1, . . . ,˘XN´1u Ď

R, which are used in the security analysis.

Lemma 2. Let Sb :“ t˘1, . . . ,˘XN´1u Ď R. For any b, b̄ P Sb such that b ‰ b̄, the ideal generated
by b´ b̄ contains 2.

Proof. Let b “ sXa, b̄ “ s̄X ā for a, ā P r0..N ´ 1s and s, s̄ P t´1, 1u. Consider two cases:

- a “ ā: Then, b´ b̄ “ 2Xa or ´2Xa. It is easy to see that the statement holds as pb´ b̄qXN´a “ 2
or ´2.

- a ‰ ā: W.l.o.g. assume a ą ā. Then, b´b̄ generatesXa´ā´ss̄ since pb´b̄q¨p´sxN´āq “ Xa´ā`ss̄.
We can see that this generates X2epa´āq ´ 1 for any e ě 1, since px´ 1qpx` 1q “ x2 ´ 1. Since
a ´ ā ă N and N is a power of 2, there exists e such that N |2epa ´ āq but N ∤ 2e´1pa ´ āq.
Then, 2epa´ āq “ Na1 for some odd a1, and thus b´ b̄ generates XNa1

´ 1 “ p´1qa
1

´ 1 “ ´2,
which implies the statement. [\

Lemma 3. Let Sb be as in Lemma 2. For b1, . . . , bℓ, b̄1, . . . , b̄ℓ P Sb such that there exists k P rℓs

such that bj ‰ b̄j,
›

›

›
1`

řℓ
i“1 b

˚
i b̄i

›

›

›

2
ď ℓ2 ` 1.

Proof. Let v “ 1`
řℓ

i“1 b
˚
i b̄i “

řN´1
k“0 vjX

j . Since for any i P rℓs, b˚
i b̄i P Sb, }v}1 ď ℓ` 1. Moreover,

since bk ‰ b̄k, then either b˚
k b̄k “ ´1 or ˘Xa for some a P r1..N ´ 1s. Then, we have that |v0| ď ℓ,

řN´1
j“1 |vj | ď ℓ, and |v0| `

řN´1
j“1 |vj | ď 1` ℓ.

If |v0| “ 0, }v}22 ď p
řN´1

j“1 |vj |q
2 ď ℓ2. Otherwise, 1 ď |v0| ď ℓ. Thus,

řN´1
j“0 |vj |

2 ď |v0|
2 `

p
řN´1

j“1 |vj |q
2 ď |v0|

2`pℓ`1´|v0|q
2 ď ℓ2`2ℓ`1`2|v0|

2´2pℓ`1q|v0| “ ℓ2`1`2p|v0|´ℓqp|v0|´1q ď

ℓ2 ` 1, where the last inequality is due to the fact that 1 ď |v0| ď ℓ. [\

2.3 Lattices and Discrete Gaussian Distributions

In this subsection, we give definitions for lattices and discrete Gaussian distributions over R and
KR. An m-dimensional lattice Λ over R (resp. KR) is a discrete additive subgroup of Rm (resp.
Km

R ). Equivalently, Λ “ Lptb1, . . . , bkuq :“ t
ř

iPrks xibi : xi P Zu for a set of R-linearly independent
vectors b1, . . . , bk P Rm (resp. Km

R ), which is referred to as a basis of Λ. The size k is the rank of
the lattice Λ. We say Λ is a full rank lattice if k “ m (resp. k “ mN for Λ over KR). For any
a P Rm (resp. Km

R ), Λ` a is a coset of Λ. The dual lattice of Λ is denoted as Λ˚ “ tx P SpanpΛq :
@ y P Λ,xTy P Zu. A Λ-subspace is the linear span of some subset of Λ, i.e., a subspace S such
that S “ SpanpS X Λq. For any two vectors v P Rm (resp. Km

R ) and u P Rn (resp. Kn
R), denote

v b u :“ pv1u1, . . . , v1un, . . . , vmu1, . . . , vmunq P Rmn (resp. Kmn
R ). For any two lattices Λ P Rm

(resp. Km
R ) and Λ1 P Rn (resp. Kn

R), denote their tensor product as Λ b Λ1, which is the smallest
lattice over Rmn (resp. Kmn

R ) that contains txb y : x P Λ,y P Λ1u.
Further, for a lattice Λ P Km

R , we say Λ is a R-lattice if and only if Λ is a R-module, or
equivalently, rx P Λ for any r P R and x P Λ. For a R-lattice Λ, it can be represented as Λ “
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LRptb1, . . . , bkuq :“ t
ř

iPrks xibi : xi P Ru for a set of KR-linearly independent vectors b1, . . . , bk P

Km
R , which is referred to as a R-basis of Λ. Also, for a matrix A P Rkˆm

q , we define the R-lattice

ΛK
q pAq Ď Rm as

ΛK
q pAq :“ tx P R

m : Ax “ 0 mod qu .

We know ΛK
q pAq has full-rank since qRm Ď ΛK

q pAq.

For a positive definite matrix Σ P Rmˆm (resp. Kmˆm
R ), there exists an invertible matrix

S P Rmˆm (resp. Kmˆm
R by Lemma 1) such that Σ “ SST (resp. Σ “ SS:). We call S the square

root of Σ and denote S “
?
Σ. Note that such S is not unique and we use

?
Σ to refer to some

arbitrary but fixed square root of Σ. For c P Rn (resp. Km
R ), we define the function ρ?

Σ,c over Rm

(resp. Km
R ) as

ρ?
Σ,cpxq :“ exp

ˆ

´π
›

›

›

?
Σ

´1
px´ cq

›

›

›

2
˙

“ exp
`

´πpx´ cq:Σ´1px´ cq
˘

.

Then, we denote Dm
Λ`a,

?
Σ,c

as the discrete Gaussian distribution over a lattice coset Λ` a Ď Rm

(resp. Km
R ) with covariance matrix Σ, centered at c P Rm, where for x P Λ` a, we define

Dm
Λ`a,

?
Σ,c
pxq :“ PrrxÐ$ Dm

Λ`a,
?
Σ,v
s “

ρ?
Σ,cpxq

ρ?
Σ,cpΛ` aq

where ρ?
Σ,cpΛ ` aq “

ř

xPΛ`a ρ
?
Σ,cpxq. In particular, for Λ ` a Ď Rm, we denote Dm,mod q

Λ`a,
?
Σ,c
pxq

as the distribution of px mod qq P Rm
q for x sampled from Dm

Λ`a,
?
Σ,c

.

The following lemma shows that a discrete Gaussian distribution over KR can be viewed as a
discrete Gaussian distribution over R via the coefficient embedding ϕ.

Lemma 4. For a random variable x P Km
R , the distribution of x is Dm

Λ`a,
?
Σ,c

for some lattice

coset Λ ` a Ď Km
R , positive definite matrix Σ P Kmˆm

R , and vector c P Km
R if and only if the

distribution of ϕpxq is DmN
ϕpΛ`aq,

?
ϕMpΣq,ϕpcq

.

Proof. Since ϕMp
?
ΣqϕMp

?
ΣqT “ ϕMp

?
ΣqϕMp

?
Σ

:
q “ ϕMp

?
Σ
?
Σ

:
q “ ϕMpΣq, for any v P Km

R ,

ρ?
ϕMpΣq,ϕpcq

pϕpvqq “ expp´πpϕpvq ´ ϕpcqqTϕMpΣq
´1pϕpvq ´ ϕpcqqq

“ exp

ˆ

´π
›

›

›
ϕMp

?
Σq´1pϕpv ´ cqq

›

›

›

2
˙

“ exp

ˆ

´π
›

›

›
ϕp
?
Σ

´1
pv ´ cqq

›

›

›

2
˙

“ exp

ˆ

´π
›

›

›

?
Σ

´1
pv ´ cq

›

›

›

2
˙

“ ρ?
Σ,cpvq .

Therefore, for any x P Λ` a, Dm
Λ`a,

?
Σ,c
pxq “ DmN

ϕpΛ`aq,
?

ϕMpΣq,ϕpcq
pϕpxqq. [\

Also, we make some remarks about the notations we will use throughout the paper. When
Σ “ σ2Im for σ P R (resp. KR), we will use ρσ,c and Dm

Λ`a,σ,c as ρ?
Σ,c and Dm

Λ`a,
?
Σ,c

, respectively.
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Game MSISA
q,k,m,β :

A Ð$ Rkˆm
q

x Ð ApAq

Return p}x} ď β ^ Ax “ 0q

Fig. 1. The module-SIS problem.

If the center c “ 0, then we omit the subscript c from ρ?
Σ,c and Dm

Λ`a,
?
Σ,c

. Moreover, when

Λ` a “ Zm (resp. Λ` a “ Rm), we omit Λ` a from the subscript of Dm
Λ`a,

?
Σ,c

.

The smoothing parameter of a lattice Λ with respect to ε ą 0, denoted by ηεpΛq, is the smallest
σ ą 0 such that ρ1{σpΛ

˚zt0uq ď ε. Throughout the paper, we set ε “ 2´2κ.
We borrow the following lemma from [AGHS13] that bounds the ℓ2-norm of discrete Gaussian

random variables and adapt it to lattices over KR by Lemma 4.

Lemma 5 (Lemma 3 in [AGHS13] adapted to KR). For any ε P p0, 1q, a lattice Λ Ď Km
R ,

c P Km
R , and σ ě ηεpΛq, then

Prr}x´ c} ě σ
?
mN : xÐ$ DΛ,σ,cs ď

1` ε

1´ ε
¨ 2´mN .

We also borrow the following lemma from [BTT22] to bound the smoothing parameters of
ΛK
q pAq for a randomly sampled A.

Lemma 6 (Lemma 2.5 of [BTT22]). Let q be an odd integer and A a uniformly random matrix
in Rkˆm

q , k ă m. Then, for any ε ą 0, except with probability at most 2´N on the choice of A, we
have

ηεpΛ
K
q pAqq ď

8
?
π
q

k
m

a

N logp2mNp1` 1{εqq .

2.4 Assumptions

We recall the module short integer solution (MSIS) problem (defined in Figure 1). The advantage
of A for the MSIS problem is defined as

Advmsis
q,k,m,βpAq :“ Pr

“

MSISAq,k,m,β “ 1
‰

.

2.5 Rényi Divergence

We define the notion of Rényi Divergence between two distributions P,Q which we will use in our
analysis of the scheme.

Definition 1 (Rényi Divergence). Let P,Q be two discrete probability distributions such that
SupppP q Ď SupppQq and α P r1,`8s. We define the Rényi Divergence of order α, for α P p1,8q
as

Rα pP }Qq :“

¨

˝

ÿ

xPSupppP q

P pxqα

Qpxqα´1

˛

‚

1
α´1

.
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For α “ 1 and α “ 8, the Rényi Divergence is defined as

R1 pP }Qq :“ exp

¨

˝

ÿ

xPSupppP q

P pxq log
P pxq

Qpxq

˛

‚ ,

R8 pP }Qq “ max
xPSupppP q

P pxq

Qpxq
.

The following lemma gives basic properties of the Rényi Divergence.

Lemma 7 (Lemma 2.27 of [ASY22]). Let α P r1,8s and P , Q be discrete probability distri-
butions with SupppP q Ď SupppQq. Then, the following properties hold:

- Log Positivity: Rα pP }Qq ě Rα pP }P q “ 1.
- Data Processing Inequality: Rα

`

P f }Qf
˘

ď Rα pP }Qq for any function f , where P f (and
Qf ) denotes the distribution which samples xÐ$ P (xÐ$ Q) and outputs fpxq.

- Probability Preservation: Let E Ď SupppQq be an arbitrary event. Then, for α P p1,8q,

Prx Ð$ QrEs ě Prx Ð$ P rEs
α{pα´1q{Rα pP }Qq ,

and for α “ 1 and 8, we have

Prx Ð$ QrEs ě Prx Ð$ P rEs ´
a

lnR1 pP }Qq {2 , and

Prx Ð$ QrEs ě Prx Ð$ P rEs{R8 pP }Qq , respectively.

- Weak Triangle Inequality: Let P1, P2, P3 be three probability distributions where SupppP1q Ď

SupppP2q Ď SupppP3q. Then, we have

Rα pP1}P3q ď

#

Rα pP1}P2q ¨R8 pP2}P3q

R8 pP1}P2q
α

α´1 ¨Rα pP2}P3q if α P p1,8q

We also borrow the following lemma from [Ros20].

Lemma 8 (Proposition 2 from [Ros20]). Let P and Q denote two distributions of a sequence
of random variables pX1, . . . , Xnq. For 1 ď i ď n, denote Pi|xri´1s

(resp. Qi|xri´1s
) as the conditional

distribution of Xi given Xri´1s “ xri´1s. Then, for any α ą 1,

Rα pP }Qq ď
ź

iPrns

max
xri´1s

Rα

´

Pi|xri´1s
}Qi|xri´1s

¯

.

The following lemma from [TT15] upperbounds the Rényi Divergence between two discrete Gaus-
sian distributions with different centers.

Lemma 9 (Lemma 5 of [TT15]). For any m-dimensional lattice Λ Ď Rm, σ ą 0, and two
vectors c, c1 P Rm, let P “ Dm

Λ,σ,c and Q “ Dm
Λ,σ,c1. If c, c1 P Λ, set ε “ 0. Otherwise, fix ε P p0, 1q

and assume σ ě ηεpΛq. Then,

Rα pP }Qq ď

ˆ

1` ε

1´ ε

˙
α

α´1

exp

˜

απ
}c´ c1}

2

σ2

¸

.
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By Lemma 4, we derive the following lemma, which adapts the above to lattices over rings.

Lemma 10. For any m-dimensional lattice coset Λ`a Ď Rm and any integer q ą 0, σ ą 0, and
two vectors c, c1 P Rm

q , let P “ Dm,mod q
Λ`a,σ,c and Q “ Dm,mod q

Λ`a,σ,c1. If c, c1 P Λ` a, set ε “ 0. Otherwise,
fix ε P p0, 1q and assume σ ě ηεpΛq. Then,

Rα pP }Qq ď

ˆ

1` ε

1´ ε

˙
α

α´1

exp

˜

απ
}c´ c1}

2

σ2

¸

.

Proof. We can w.l.o.g. assume a “ 0, since P (resp. Q) can be viewed as the distribution of x`a for

x sampled from Dm,mod q
Λ,σ,c´a (resp. Dm,mod q

Λ,σ,c1´a) and thus Rα pP }Qq “ Rα

´

Dm,mod q
Λ,σ,c´a }D

m,mod q
Λ,σ,c1´a

¯

. For any

c, c1 P Rm
q , there exists v,v1 P Rm such that c ” v mod q, c1 ” v1 mod q, and }c´ c1} “ }v ´ v1}.

Then, we have P “ Dm,mod q
Λ,σ,v and Q “ Dm,mod q

Λ,σ,v1 . By Lemmas 4 and 9, Rα

´

Dm
Λ,σ,v}D

m
Λ,σ,v1

¯

“

Rα

´

DmN
ϕpΛq,σ,ϕpvq

}DmN
ϕpΛq,σ,ϕpv1q

¯

ď

´

1`ε
1´ε

¯
α

α´1
¨ exp

´

απ
}ϕpvq´ϕpv1q}

2

σ2

¯

“

´

1`ε
1´ε

¯
α

α´1
¨ exp

´

απ
}v´v1}

2

σ2

¯

.

Therefore, by data processing inequality from Lemma 7,

Rα pP }Qq “ Rα

´

Dm,mod q
Λ,σ,v }Dm,mod q

Λ,σ,v1

¯

ď Rα

`

Dm
Λ,σ,v}D

m
Λ,σ,v1

˘

ď

ˆ

1` ε

1´ ε

˙
α

α´1

exp

˜

απ
}v ´ v1}

2

σ2

¸

“

ˆ

1` ε

1´ ε

˙
α

α´1

exp

˜

απ
}c´ c1}

2

σ2

¸

. [\

2.6 Linear transformations of discrete Gaussian random variables

We adopt the notation P
ε
« Q from [GMPW20]: for any two distributions P,Q with the same

support and ε ą 0, we say that P
ε
« Q if and only if maxxPSupppP q | logP pxq´ logQpxq| ď logp1`εq,

or equivalently, maxpR8 pP }Qq , R8 pQ}P qq ď 1`ε. Note that if P
ε
« Q, then the statistical distance

between P and Q is bounded by ε{2, i.e., 1
2

ř

xPSupppP q |P pxq ´Qpxq| ď ε{2. The following lemma
shows that the distribution of a linear transformation of discrete Gaussian random variables is still
close to a discrete Gaussian distribution. The proof of the lemma, given in Appendix A, follows a
similar proof from [GMPW20].

Lemma 11. For any ε P p0, 1q defining ε1 “ 2ε{p1 ´ εq, σ ą 0, lattice coset Λ ` a Ď Km
R , and

full-row-rank matrix T P Kkˆm
R such that kerpT q is a Λ-subspace and ηεpΛX kerpT qq ď σ, we have

T ¨Dm
Λ`a,σ

ε1

« Dk
TΛ`Ta,σ

?
TT :

,

where T ¨Dm
Λ`a,σ denotes the distribution of Tx for x sampled from Dm

Λ`a,σ and TΛ :“ tTx|x P Λu
is a lattice over Km

R .

We use the above lemma to show the following, where we consider a particular set of discrete
Gaussian variables and linear transformations that are later used in our security proof.

Lemma 12. For any constant ε P p0, 1q, σ0 ą 0, full-rank R-lattice Λ with ηεpΛq ď σ0{p2
?
3q,

arbitrary elements s0, s1, . . . , sℓ P Km
R and b1, b̄1, . . . , bℓ, b̄ℓ P Sb (defined in Lemma 3) such that

pb1, . . . , bℓq ‰ pb̄1, . . . , b̄ℓq, let r0, r1, . . . , rℓ be independent samples with riÐ$ Dm
Λ`si,σ0

, and denote
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T “

ˆ

1 b1 ¨ ¨ ¨ bℓ
1 b̄1 ¨ ¨ ¨ b̄ℓ

˙

and py, ȳq “ pT b Imq ¨ pr0, . . . , rℓq P K2m
R . Denote the joint distribution of py, ȳq

as D. Then,

D
ε1

« D2m
pTbImqΛℓ`1`pS,S̄q,

?
ΣbIm ,

where ε1 “
2pp1`εqℓ´1q

2´p1`εqℓ
, Λℓ`1 :“ tpx0, . . . ,xℓq : @ i P r0..ℓs,xi P Λu, which is a pℓ` 1qm-dimensional

lattice over KR, pS, S̄q “ pT b Imq ¨ ps0, . . . , sℓq, and Σ “ σ2
0TT

: P K2ˆ2
R is positive definite.

Moreover, denote D1 as the marginal distribution of y and D2|y0
as the distribution of ȳ con-

ditioning on y “ y0 for any y0 P Λ` S, and we have

D1
ε1

« Dm
Λ`S,σ“

?
Σ11

, D2|y0

ε1

« Dm

IbΛ`y0`S̄´S,σ“

b

∆pΣq

Σ11
,
Σ12
Σ11

y0

,

where I Ď R is the ideal generated by b1´ b̄1, . . . , bℓ´ b̄ℓ, Σij denotes the entry in the i-th row and
j-th column of Σ, and ∆pΣq denotes the determinant of Σ. (Here since the matrix Σ is positive
definite, Σ11 and ∆pΣq are in R.)

Proof. We first show the statement on the distribution D. Since the distribution of pr0, . . . , rℓq

is D
p1`ℓqm

Λℓ`1`ps0,...,sℓq,σ0
, by Lemma 11, we just need to show that T b Im has full-row-rank and

kerpT b Imq is a Λℓ`1-subspace with ηε2pΛℓ`1 X kerpT b Imqq ď σ0, where ε2 “ p1` εqℓ ´ 1. Since
pb1, . . . , bℓq ‰ pb̄1, . . . , b̄ℓq, T b Im has full-row-rank. Assuming b1 ‰ b̄1 w.l.o.g., we can find ℓ ´ 1
KR-linearly independent vectors in kerpT q as follows. For 2 ď j ď ℓ, denote vj´1 “ pbj b̄1´b1b̄j , b̄j´
bj , 0, . . . , 0, b1´b̄1, 0, . . . , 0q, where the pj`1q-th entry of vj is set to b1´b̄1. It is clear that vj P kerpT q
and all the vectors are KR-linearly independent. Denote Λ0 “ Lptv1, . . . ,vℓ´1uq Ď Kℓ`1

R . Then, we
have Λ0 Ď kerpT q. Also, since for any x P Λ and pt0, . . . , tℓq P Λ0, pt0x, . . . , tℓxq P Λ

ℓ`1XkerpTbImq,
we have Λ0 bΛ Ď Λℓ`1 X kerpT b Imq. Since Λ is a full-rank R-lattice, SpanpΛ0 bΛq is a mpℓ´ 1q-

dimensional subspace of K
mpℓ`1q

R . Since kerpT b Imq is also a mpℓ ´ 1q-dimensional subspace of

K
mpℓ`1q

R , we know SpanpΛ0bΛq “ kerpT b Imq. Since SpanpΛ0bΛq Ď SpanpΛℓ`1X kerpT b Imqq Ď
kerpT b Imq, SpanpΛℓ`1XkerpT b Imqq “ kerpT b Imq, which means kerpT b Imq is a Λℓ`1-subspace.

Since Λ0 bΛ Ď Λℓ`1 X kerpT b Imq, ηε2pΛℓ`1 X kerpT b Imqq ď ηε2pΛ0 bΛq. Therefore, we only
need to show that ηε2pΛ0 b Λq ď σ0. Let ṽi be the projection of vi on the orthogonal space of
tv1, . . . ,vi´1u for i P rℓ´ 1s, where in particular ṽ1 “ v1. Denote vbΛ :“ tvbx : x P Λu. For any
two lattices Λ1, Λ2 P K

m
R , denote their direct sum as Λ1 ` Λ2 :“ tx` y : x P Λ1,y P Λ2u. Also, we

say Λ1 is orthogonal to Λ2 if and only if for any x P Λ1 and y P Λ2, x
:y “ 0. It is clear that ṽibΛ is

a lattice and ṽ1bΛ`¨ ¨ ¨`ṽℓ´1bΛ “ Λ0bΛ. Moreover, for any i ‰ j P rℓ´1s, since ṽi is orthogonal
to ṽj , it holds that for any x,y P Λ, pṽi b xq:pṽj b yq “

ř

i1Prℓ`1s ṽ
˚
i,i1 ṽj,i1x:y “ pṽ:

i ṽjq ¨ px
:yq “ 0,

which means ṽi b Λ is orthogonal to ṽj b Λ. By applying the following lemma from [MP13] ℓ´ 1
times, we have ηε2pΛ0 b Λq ď ηp1`εqℓ´1´1pΛ0 b Λq ď maxiPrℓ´1s ηεpṽj b Λq.

Lemma 13 (Lemma 2.6 [MP13] adapted to KR). For any lattices Λ1, Λ2 Ď Km
R that are

orthogonal and any ε1, ε2 ą 0, we have

ηεpΛ1 ` Λ2q ď maxtηε1pΛ1q, ηε2pΛ2qu ,

where ε “ p1` ε1qp1` ε2q ´ 1.
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For any i P rℓ´1s, since }vi} ď 2
?
3, we have ηεpṽibΛq ď }ṽi}¨ηεpΛq ď }v}¨ηεpΛq ď 2

?
3¨ηεpΛq ď σ0,

which implies ηε2pΛ0 b Λq ď σ0.
For the statement on D1, denote T1 “ p1, b1, . . . , bℓq, which is the first row of T . Following

a similar proof as the first part, we know D1
ε1

« Dm

pT1bImqΛℓ`1`S,σ0

b

T1T
:
1

, and we can show the

statement since pT1 b ImqΛℓ`1 “ Λ` b1Λ` ¨ ¨ ¨ bℓΛ “ Λ and σ0

b

T1T
:
1 “

?
Σ11.

For D2|y0
, we just need to show that assuming py, ȳq is sampled from D

pTbImqΛℓ`1`pS,S̄q,
?
ΣbIm

,

the distribution of ȳ conditioning on y “ y0 is identical to the target distribution for any y0 P Λ`S.
It is clear that y is distributed over the lattice coset C “ tx : py0,xq P pT b ImqΛℓ`1 ` pS, S̄qu.
We first show that C “ I b Λ ` y0 ` S̄ ´ S. For any x P C, there exists z0, . . . ,zℓ P Λ such
that y0 “ z0 ` S `

ř

iPrℓs bizi and x “ z0 ` S̄ `
ř

iPrℓs b̄izi. Therefore, x “ y0 ` S̄ ´ S `
ř

iPrℓspb̄i ´ biqzi P I b Λ ` y0 ` S̄ ´ S, which implies C Ď I b Λ ` y0 ` S̄ ´ S. Also, for any

x P IbΛ`y0` S̄´S, we can represent x “ y0` S̄´S`
ř

iPrℓspb̄i´ biqrizi for ri P R and zi P Λ.

Let z0 “ y0´S´
ř

iPrℓs birizi P Λ. Then, py0,xq “ pz0`S`
ř

iPrℓs birizi, z0`S̄`
ř

iPrℓs b̄iriziq P C,

which implies that I b Λ` y0 ` S̄ ´ S Ď C and thus the two lattice cosets are identical.

It is left to compute the probability of ȳ conditioning on y “ y0. SinceΣ
´1 “ 1

∆pΣq

ˆ

Σ22 ´Σ21

´Σ12 Σ11

˙

and Σ12 “ Σ˚
21, the probability of py, ȳq is proportional to

ρ?
ΣbImpy, ȳq “ exp

˜

´π

ˆ

y
ȳ

˙:

pΣ´1 b Imq
ˆ

y
ȳ

˙

¸

“ exp

ˆ

´
π

∆pΣq

`

Σ22y
:y ´Σ12ȳ

:y ´Σ21y
:ȳ `Σ11ȳ

:ȳ
˘

˙

“ exp

˜

´
π

∆pΣq

˜

Σ11

ˆ

ȳ ´
Σ21

Σ11
y

˙: ˆ

ȳ ´
Σ21

Σ11
y

˙

`

ˆ

Σ22 ´
Σ˚

21Σ21

Σ11

˙

y:y

¸¸

.

Thus, the probability of ȳ conditioning on y “ y0 is proportional to exp

ˆ

´πΣ11
∆Σ

›

›

›
ȳ ´ Σ21

Σ11
y0

›

›

›

2
˙

,

which implies the statement. [\

3 Linear Secret Sharing Schemes with Small Coefficients

In this section, we first define, in Section 3.1, the notion of linear threshold secret sharing schemes
with small coefficients for an abelian group G (which for our use case G “ Rm

q with its additions as
the group operations) and discuss the properties required by our construction. Then, we consider
a secret sharing scheme which satisfies the desired properties in Section 3.2 and discuss why other
secret sharing schemes do not apply to our case in Section 3.3.

3.1 Definitions

We first give a brief explanation on the notations used in this section. We consider the group G
as a Z-module and adopt the additive notation with 0 as the neutral element. Additionally, for a
vector g P GK and a matrix M P ZLˆK , Mg denotes p

řK
j“1M1,j ¨ gj , . . . ,

řK
j“1ML,j ¨ gjq

T P GL,

and for g P G and a vector u P ZK , u ¨ g denotes pu1 ¨ g, . . . , uK ¨ gq
T . Now, we give the following

definition for linear threshold secret sharing schemes with small coefficients.
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Definition 2 (Linear Threshold Secret Sharing with Small Coefficients). Let 1 ă t ď
n,L, and K be positive integers and G be an abelian group. A t-out-of-n linear threshold secret
sharing scheme SecShat,n for G consists of two algorithms pShare,Reconq with the following syntax:

- Shareps P G;ρ P GKq ñ pssjqjPrLs P GL: takes as input a secret s P G and a randomness vector

ρ P GK (sampled uniformly from GK), and returns the secret shares pssjqjPrLs. We note that
each party i P rns has a subset of indices Ti Ď rLs such that the share of party i is pssjqjPTi.
We say that the individual share size for the i-th share is |Ti|, the total share size is L, and the
randomness size is K.

- ReconpU, pssjqjP
Ť

iPU Ti
q ñ s P G: takes as input a set U Ď rns with |U | ě t and the secret shares

corresponding to each party in U , and returns the reconstructed secret s.

We require that SecShat,n satisfies the following properties:

- Linearity: The sharing algorithm Share can be written as an integer matrix M P ZLˆpK`1q

mapping a vector v “ ps, ρ1, . . . , ρKq
T P GK`1 to Mv P GL. Moreover, for any U Ď rns denote

MU as the matrix M restricted to the rows indexed with
Ť

iPU Ti, the following is also true:
‚ For U Ď rns, |U | ě t, there exists a reconstruction coefficient vector λU P ZL such that
λU
j “ 0 for j R

Ť

iPU Ti and pλ
U qTM “ p1, 0, . . . , 0q. Then, the output of the reconstruction

algorithm ReconpU, ¨q on input pssjqjP
Ť

iPU Ti
can be written as

ř

iPU

ř

jPTi
λU
j ssj. Hence, for

pssjqjPrLs Ð Shareps;ρq for any s P G and ρ P GK , we have that
ř

iPU

ř

jPTi
λU
j ssj “ s.

‚ For any U Ď rns with |U | ă t, there exists a vector u P ZK`1 such that u1 “ 1 and MUu “ 0.
We call such u the sweeping vector of MU .

- Small Coefficients: For the sharing matrix M , its entries are bounded by BM and the number
of non-zero entries in each row is bounded by Brow. For any U Ď rns and |U | ě t, the recon-
struction coefficient vector λU has

›

›λU
›

›

8
ď Bλ. For any U Ď rns and |U | ă t, there exists a

sweeping vector u of MU such that }u}8 ď Bu.

We point out that our definition differs from prior works in that we did not define correctness
and privacy properties (since we will not use them in the proofs of our construction), and instead
give two properties: linearity and small coefficients. We note that the linearity property already
implies correctness and privacy, as shown in prior works [KW93, Bei96, CF02] which related linear
secret sharing schemes and span programs. In particular, the first bullet point of linearity implies
correctness, while the second bullet point implies privacy.

The small coefficients property is required by the following lemma, which establishes a crucial
property used in the security proof of our threshold signature. Notably, fixing two secret keys
sk, sk1 P Rm

q with bounded norms and a corrupted subset U Ď rns with |U | ă t, one can construct
a bijection Φsk,sk1,U between the set of the randomness used to generate the secret shares of sk and
sk1 such that: the secret shares given to the corrupted parties is unchanged (item (1)), and the
distance between the reconstructed shares for any party is bounded (item (2)).

Lemma 14. Let pShare,Reconq be a t-out-of-n linear threshold secret sharing with small coefficients
for G “ Rm

q . In particular, let M P ZLˆpK`1q be the sharing matrix, and BM , Brow, Bλ, Bu be the

bounds for the small coefficients property. Fix any U Ď rns with |U | ă t, a matrix A P Rkˆm
q

and any sk, sk1 P Rm
q such that Ask “ Ask1 and }sk}8 ,

›

›sk1
›

›

8
ď σsk. Then, there exists a bijection

Φsk,sk1,U : pRm
q q

K Ñ pRm
q q

K , such that for any ρ P pRm
q q

K and ρ1 “ Φsk,sk1,U pρq, the secret shares
pssjqjPrLs Ð Sharepsk;ρq and pssjqjPrLs Ð Sharepsk1;ρ1q satisfy:
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(1) pssjqjP
Ť

iPU Ti
“ pss1

jqjP
Ť

iPU Ti

(2) For any S Ď rns with |S| ě t, let λS P ZL be the reconstruction coefficients for ReconpS, ¨q.
Also, for i P S, define vi “

ř

jPTi
λS
j ssj and v1

i “
ř

jPTi
λS
j ss

1
j, we have that Avi “ Av1

i, and

›

›vi ´ v1
i

›

›

8
ď Bssσsk ,

where Bss “ 2|Ti|BMBrowBuBλ.

Proof. Let u P ZK`1 be the sweeping vector for MU . Consider the map Φsk,sk1,U defined as

Φsk,sk1,U pρq “ ρ`pu2, . . . , uK`1q
T ¨psk1´skq, which we can see is a bijection on pRm

q q
K as it only shifts

ρ by some fixed amount. Now, fix a ρ P pRm
q q

K and ρ1 “ Φsk,sk1,U pρq “ ρ`pu2, . . . , uK`1q
T ¨psk1´skq.

Then, consider the secret shares generated using these two randomness. For any j P rLs, denote
Mj as the j-th row of M , then

ss1
j ´ ssj “Mjpsk

1,ρ1T qT ´Mjpsk,ρ
T qT

“Mjpsk
1 ´ sk, u2 ¨ psk

1 ´ skq, . . . , uK`1 ¨ psk
1 ´ skqqT “ pMjuq ¨ psk

1 ´ skq .

Then, since MUu “ 0, we have that (1) is true as follows

pss1
jqjP

Ť

iPU Ti
“ pssjqjP

Ť

iPU Ti
` pMUuq ¨ psk

1 ´ skq “ pssjqjP
Ť

iPU Ti
.

To show (2), for i P rns, consider vi and v1
i as defined in the lemma statement. Then,

v1
i ´ vi “

ÿ

jPTi

λS
j pss

1
j ´ ssjq “

ÿ

jPTi

λS
j pMjuq ¨ psk

1 ´ skq

Since
ř

jPTi
λS
j pMjuq P Z, we have that Av1

i ´Avi “

´

ř

jPTi
λS
j pMjuq

¯

¨ pAsk1 ´Askq “ 0 P Rk
q , so

Av1
i “ Avi. Moreover, we have that

›

›vi ´ v1
i

›

›

8
ď

›

›

›

›

›

ÿ

jPTi

λS
j pMjuqpsk

1 ´ skq

›

›

›

›

›

8

ď Bssσsk ,

with Bss “ 2|Ti|BMBrowBuBλ. [\

3.2 Instantiation

One secret sharing scheme satisfying Definition 2 is the general construction from Benaloh and
Leichter [BL90] which derives a linear secret sharing scheme for any monotone access structure
(i.e., for any set S of parties that can recover the secret, any set that contains S can also recover
the secret) from a monotone circuit (i.e., circuits with only AND and OR gates) f computing such
access structure. Damg̊ard and Thorbek [DT06] pointed out that Benaloh-Leichter secret sharing
satisfies the following properties:

(1) Both the number of randomness K and total share size L is at most the size of the monotone
circuit f .

(2) The sharing matrix M has binary entries, and the number of 1’s in each row is at most the
depth of f .
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(3) The reconstruction coefficients are in t´1, 0, 1u.

(4) For any U Ď rns with |U | ă t, the sweeping vector u of MU has entries in t´1, 0, 1u.

For pt, nq-threshold access structure, Boppana [Bop85] gave a probabilistic construction of a mono-
tone circuit of sizeOpt14.3n log nq and depthOplog nq where t1 “ minpt, n´tq, and Hoory, Magen, and
Pitassi [HMP06] improved this to a monotone circuit of size Opt12n log nq and depth Oplog nq. This
results in a linear secret sharing scheme with small coefficients and total share size of Opt12n log nq
(each party has on average about |Ti| “ Opt12 log nq shares). Also, the small coefficients bounds
are BM “ Bλ “ Bu “ 1 and Brow “ Oplog nq, resulting in the bound Bss from Lemma 14 of
Bss “ Opt12 log2 nq.

3.3 Discussion on other secret sharing schemes

We also consider whether other secret sharing schemes, such as Shamir’s secret sharing [Sha79]
and a recent ramp/near-threshold secret sharing scheme [ANP23], apply to our use case. Below, we
discuss the issues of these schemes, which mainly are caused by the size of entries in the sweeping
vector. Note that since Rm

q is a Zq-module, we can consider the entries of the sharing matrix, the
reconstruction coefficients, and the sweeping vector in Zq instead.

Shamir’s secret sharing: One can view the sharing algorithm of Shamir’s secret sharing scheme
for the t-out-of-n case as a matrix M of the form

M “

¨

˚

˝

1 . . . 1t´1

...
. . .

...
1 . . . nt´1

˛

‹

‚

The reconstruction coefficients for a subset S with |S| ě t and a party i P S is λS
i “

ś

i1PSztiu i
1pi1´

iq´1 which can be arbitrarily large in Zq, since each pi1 ´ iq´1 is not guaranteed to be bounded.

For the sweeping vector, we first fix a subset U Ď rns where |U | ă t and consider a vector u1

which corresponds to the coefficients of the polynomial
ś

iPU px ´ iq. This results in MUu
1 “ 0 as

it corresponds to evaluating the polynomial at each i P U . Then, we have a sweeping vector of MU

defined as u “ p´1q|U |
ś

iPU i´1u1 mod q where u1 “ 1. However, similar problems occur as with
the reconstruction coefficients, since

ś

iPU i´1 can be large in Zq.

Applebaum, Nir, and Pinkas [ANP23] give a ramp/near-threshold black-box secret sharing
scheme where a set of at least tcn parties is guaranteed to recover a secret, while privacy is guar-
anteed for any set of less than tpn parties with 0 ă tp ă tc ă 1. Their secret sharing scheme has
the sharing matrix M of the form

M “

ˆ

0L´1 G
1 aT

˙

P ZLˆpK`1q

where L,K “ Opnq, G P ZpL´1qˆK is a matrix with binary entries and each entry of a P ZK is
bounded by some constant c. We also remark that the share corresponding to the last row of M is
public in their scheme. Their reconstruction can be modeled as a Opnq-size addition circuit, which
in the worst case, can result in reconstruction coefficients of size 2Opnq. However, they claimed that
their additive reconstruction circuit has depth Oplog nq and size Opnq, translating to a bound of
polypnq on the reconstruction coefficients.
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For the sweeping vector, fixing a subset U Ď rns where |U | ă tpn and letting MU and GU

denote the rows of the matrices M and G of which the shares are known to U , they showed that
there exists a vector u1 P ZK with each entry bounded by some constant b where GUu

1 “ 0 and
v “ aT ¨ u1 ‰ 0 mod q for any prime q ą 2bcK (see Claim 4.1 of [ANP23]). This gives us a vector
p´v,u1T qT with |v| ď bcK such that MU p´v,u

1T qT “ 0. However, since v is not necessarily 1, we
only get a sweeping vector u “ v´1pv,´u1T qT mod q of which the entries are not guaranteed to
be bounded, because v´1 can be large in Zq.

Remark. Recall that for our use case, we want the secret sharing scheme to satisfy the properties
in Lemma 14. In particular, we want the distance between the reconstructed shares vi P Rm

q and
v1
i P R

m
q for a party i P S, for S Ď rns and |S| ě t, with respect to two secret keys sk and sk1 to be

small. From the proof of Lemma 14, we showed that v1
i ´ vi “

ř

jPTi
λS
j pMjuq ¨ psk

1 ´ skq, so one

can accommodate the division by scaling the secret keys by the division factor in both λS
j and u.

Note however that the scaling needs to accommodate for every factor as we want to ensure that the
lemma is true for any corrupted set U Ď rns and |U | ă t. We can then consider the magnitude of
scaling for each of the schemes above. For Shamir’s secret sharing, this means scaling up the secret
by pn!q3 to accommodate both the terms

ś

i1PSztiupi
1 ´ iq´1 in the reconstruction coefficients and

ś

iPU i´1 in the sweeping vector. For the scheme from [ANP23], we need to ensure that division by
any integer v with |v| ď bcK “ Opnq is accounted for. Thus, the scaling would be the least common
multiple of p1, . . . , bcKq which can be estimated as 2Opnq3.

4 Threshold Signatures

In this section, we first give formal syntax and security definitions for threshold signatures, then
present our construction and the security analysis, and finally discuss the concrete parameters and
efficiency.

4.1 Syntax and security

We use the formalization proposed by Bellare et al. [BCK`22], which is also used in [TZ23].

Syntax.A (partially) non-interactive threshold signature schemes for n signers and threshold t is
a tuple of efficient (randomized) algorithms TS “ pSetup, KeyGen, SPP, LPP, LR,PS,Agg,Vfq that
behave as follows. Signers involved are a leader and n signers. In real-world scenarios, the leader
can be one of the signers. The setup algorithm Setupp1κq initializes the state sti for each signer
i P rns and st0 for the leader and returns a system parameter par . We assume par is given to all
other algorithms implicitly. The key generation algorithm KeyGenpq returns a public verification
key pk, and a secret key ski for each signer i.

The signing protocol consists of two rounds: a message-independent offline round and an online
signing round. In the offline round, any signer i can run SPPpstiq to generate a pre-processing
token pp, which is sent to the leader, and the leader runs LPPpi, pp, st0q to update its state st0
to incorporate token pp. In the online round, for any signer set SS Ď rns with size t and message
µ P t0, 1u˚, the leader runs LRpµ,SS , st0q to generate a leader request lr with lr .msg “ µ and lr .SS “
SS and sends lr to each signer i P SS . Then, each signer i runs PSplr , i, stiq to generate its partial
signature psig i. Finally, the leader computes a signature sig for µ by running Aggptpsig iuiPSS q. In

3 The natural logarithm of LCMp1, . . . , xq is the second Chebyshev’s function which is bounded by 1.03883x [RS62].
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Game TS-CORA
TSpκq :

par Ð Setupp1κq

ppk, tskiuiPrnsq Ð KeyGenpq

For i P rns do
sti.sk Ð ski ; sti.pk Ð pk

pµ,SSq Ð Appar , pk, tskiuiPrnsq

If SS Ę rns or |SS | ă t then return 0
For i P SS do

pppi, stiq Ð SPPpstiq ; st0 Ð LPPpi, ppi, st0q

plr , st0q Ð LRpµ,SS , st0q ,
For i P SS do

ppsigi, stiq Ð PSplr , i, stiq
sig Ð Aggptpsig iuiPSS q

Return Vfppk, µ, sigq “ 0

Fig. 2. The TS-COR game for a threshold signature scheme TS with threshold t.

summary, the signing protocol between signers in SS and the leader to sign a message µ P t0, 1u˚

is represented by the following experiment:

pppi, stiq Ð SPPpstiq , st0 Ð LPPpi, ppi, st0q , for each i P SS ,

plr , st0q Ð LRpµ,SS , st0q ,

ppsig i, stiq Ð PSplr , i, stiq , for each i P SS ,

sig Ð Aggptpsig iuiPSS q .

(2)

The (deterministic) verification algorithm Vfppk, µ, sigq outputs a bit that indicates whether sig is
valid for ppk, µq. We say that TS is correct with correctness error δ if for any adversary A for the
game TS-COR (defined in Figure 2), we have PrrTS-CORA

TSpκq “ 1s ď δ.

Security.A hierarchy for security notions of threshold signatures is proposed in [BCK`22]. In this
paper, we consider TS-UF-0, which guarantees that an adversary can generate a valid signature sig
for µ only if it receives partial signatures from at least one honest signer for µ. We also note that the
same security notion is also used in all the prior lattice-based works, such as [GKS23, dPKM`24].
Formally, the TS-UF-0 game is defined in Figure 3, where TS.HF denotes the space of the hash
functions used in TS from which the random oracle is drawn. The advantage of A for the TS-UF-0
game is defined as Advts-uf-0TS pA, κq :“ Pr

“

TS-UF-0ATSpκq “ 1
‰

.

4.2 Construction

Our threshold signature scheme TSLrSecShas is shown in Figure 4, where SecSha is a linear secret
sharing scheme with small coefficients (see Definition 2). Each Ti and λlr .SS

j are defined by the
scheme SecSha. In particular, the secret key sk P Rm

q is shared into L secret shares tssjujPrLs, and
for each party i P rns, its secret key share is tssjujPTi . For a signer set SS where |SS | ě t, by
the linearity property of SecSha, the secret key can be reconstructed as sk Ð

ř

iPSS

ř

jPTi
λSS
j ssj .

For the signing protocol, in the offline round, each signer generates ℓ ` 1 nonces tRjujPr0..ℓs as a

pre-processing token, where Rj Ð Arj for a uniformly sampled A P Rkˆm
q generated during the

setup phase and rj sampled from the discrete Gaussian distribution Dm
σr
. In the online round, given
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Game TS-UF-0ATSpκq :

par Ð Setupp1κq ; H Ð$ TS.HF ; S Ð H

pµ, sigq Ð AInit,PPO,PSignO,RO
pparq

Return pµ R S ^ Vfppk, µ, sigq “ 1q

Oracle InitpCSq :

Require: CS Ď rns and |CS| ă t
HS Ð rnszCS
ppk, sk1, . . . , sknq Ð KeyGenpq

For i P HS do
sti.sk Ð ski ; sti.pk Ð pk

Return ppk, tskiuiPCS q

Oracle ROpxq :

Return Hpxq

Oracle PPOpiq :

Require: i P HS
ppp, stiq Ð$ SPPpstiq
PPi Ð PPi Y tppu

Return pp

Oracle PSignOpi, lrq :

µ Ð lr .msg
Require: lr .SS Ď rns and i P HS
S Ð S Y tµu

ppsig , st1
iq Ð$ PSplr , i, stiq

Return psig

Fig. 3. The TS-UF-0 game for a threshold signature scheme TS.

a leader request lr , each signer computes an aggregated nonce R from a list of tokens generated
by signers in lr .SS using coefficients tbj P RujPrℓs output from a hash function H1 and computes a
challenge c P R from another hash function H2 as described in the algorithm CompPar. Each signer
then returns its partial signature pR, zq. It is worth noting that we put R in partial signatures for
the simplicity of presenting our protocol. In actual implementations, each signer only needs to send
back z since the leader can compute R from lr by itself.

Parameters. In Figure 5, we give the description of the parameters used in the protocol. We
set ℓ and σc such that the sizes of Sℓ

b and Sc are at least 22κ. We set m according to Lemma 17
such that except for a negligible probability, for a secret key uniformly sampled from Bm

σsk
, there

exists another secret key in Bm
σsk

such that their corresponding public keys are the same. We set σz
according to the correctness proof and σr according to the unforgeability proof.

Correctness and Unforgeability. The following theorems establish the correctness and un-
forgeability of TSL. The correctness of the scheme is proved in Section 4.4, while we show TS-UF-0
under the MSIS assumption in the random oracle model below.

Theorem 1 (Correctness of TSL). The threshold signature scheme TSL is correct with correct-
ness error δ “ p2` 4tpℓ` 1qq ¨ 2´2κ.

Theorem 2 (TS-UF-0 of TSL). For any integers q “ qpκq, k “ kpκq,m “ mpκq and any TS-UF-0
adversary A making at most qs “ qspκq queries to PPO and qh “ qhpκq queries to RO, there exists
an MSIS adversary B running in time roughly two times that of A such that, for any α ě 2,

Advts-uf-0TSL pA, κq ď

c

q
`

2αδαAdv
msis
q,k,m,βpB, κq

˘1´ 1
α ` qp2` 8q2q2´2κ .

where q “ qh ` qs ` 1, β “ 2σz ` 4
?
mNσcσsk, and δα “ p1` 160ℓq ¨ 2´2κq ¨ eα.

To prove the above theorem, we use the following variant of the forking lemma from [BTZ22],
which is proved in Appendix B. The only difference is that here each hi might be sampled inde-
pendently from a different distribution. We require it in our proof since the ranges of H1 and H2

are different.

20



Setupp1κq :

A Ð$ Rkˆm
q

par Ð$ A
For i P rns do

st0.curPPi Ð H

sti.mapPP Ð pq

Return par

KeyGenpq :

sk Ð$ Bm
σsk

pk Ð Ask mod q
tssjujPrLs Ð$ SecSha.Sharepskq

For i P rns do
ski Ð tssjujPTi

Return ppk, tskiuiPrnsq

SPPpstiq :

For j P r0..ℓs do rj Ð$ Dm
σr

For j P r0..ℓs do Rj Ð Arj mod q
pp Ð tRjujPr0..ℓs

sti.mapPPpppq Ð trjujPr0..ℓs

Return ppp, stiq

LPPpi, pp, st0q :

st0.curPPi Ð st0.curPPi Y tppu

Return st0

LRpµ,SS , st0q :

If D i P SS : st0.curPPi “ H then
Return K

lr .msg Ð µ ; lr .SS Ð SS
For i P SS do

Pick ppi from st0.curPPi

lr .PPpiq Ð ppi

st0.curPPi Ð st0.curPPiztppiu

Return plr , st0q

CompParppk, lrq :

µ Ð lr .msg
For i P lr .SS do

tbjujPrℓs Ð H1ppk, lrq

tRi,jujPr0..ℓs Ð lr .PPpiq

R Ð
ř

iPlr.SS

´

Ri,0 `
ř

jPrℓs
bjRi,j

¯

c Ð H2ppk, µ,Rq

Return pR, c, tbjujPrℓsq

PSplr , i, stiq :

ppi Ð lr .PPpiq
If sti.mapPPpppiq “ K then

Return pK, stiq
trjujPr0..ℓs Ð sti.mapPPpppiq

sti.mapPPpppiq Ð K

pR, c, tbjujPrℓsqq Ð CompParpsti.pk, lrq

tssjujPTi Ð sti.sk
z Ð r0 `

ř

jPrℓs
bj ¨ rj

` 2c ¨
ř

jPTi
λlr.SS
j ssj mod q

Return ppR,zq, stiq

AggpPS, st0q :

R Ð K ; z Ð 0
For pR1,z1

q P PS do
If R “ K then R Ð R1

If R ‰ R1 then return pK, st0q

z Ð z ` z1

Return ppR,zq, st0q

Vfppk, µ, sigq :

pR,zq Ð sig
If }z} ą σz then

Return 0
c Ð H2ppk, µ,Rq

Return pAz “ R ` 2c ¨ pk mod qq

Fig. 4. Lattice-based t-out-of-n threshold signatures TSLrSecShas, where SecSha is a linear secret sharing scheme
with small coefficients (see Definition 2). Here, H1 : t0, 1u

˚
Ñ Sℓ

b and H2 : t0, 1u
˚

Ñ Sc. Also, Ti denotes the set of
shares of party i and λlr.SS

j denotes the reconstruction coefficient. Also, we remark that, as stated earlier, the system
parameter par is implicitly given to all algorithms except Setup.

Lemma 15. Let q ě 1 be an integer, S Ď r1..qs be a set, and HG be an algorithm that outputs
h1, . . . , hq where each hi is independently sampled. Let A be a randomized algorithm that on input
x, h1, . . . , hq outputs a pair pI,Outq, where I P tKu Y S and Out is a side output. Let IG be a
randomized algorithm that generates x. The accepting probability of A is defined as

accpAq “ Prx Ð$ IG,h1,...,hq Ð$ HGrpI,Outq Ð$ Apx, h1, . . . , hqq : I ‰ Ks .

Consider algorithm ForkA described in Figure 6. The accepting probability of ForkA is defined as

accpForkAq “ Prx Ð$ IGrαÐ$ ForkApxq : α ‰ Ks .

Then, accpForkAq ě accpAq2{|S|.
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Parameter Description

κ The security parameter
n Number of parties
t Threshold for signing
L Total size of the secret shares
N ě 2κ A power of two defining the degree of fpXq

fpXq “ XN
` 1 The 2N -th cyclotomic polynomial

q Prime modulus
R “ ZrXs{pfpXqq Cyclotomic Ring
Rq “ ZqrXs{pfpXqq Ring
σsk The maximum ℓ8-norm of the secret key sk
k The number of rows of A
m “ p2κ{N ` k log qq{ logp2σskq The number of columns of A

ℓ ` 1 “ 2κ{ logp2Nq ` 1 The number of nonces for each signer
ei “ Xi

P R
Sb “ t˘e0, . . . ,˘eN´1u The set for the aggregating coefficients bj
σc chosen such that 2σc

`

N
σc

˘

ě 22κ The ℓ1-norm of the challenge c

Sc “ tc P R : }c}
8

“ 1, }c}1 ď σcu The set of the challenges c
Bσsk “ ts P R : }s}

8
ď σsku The set of elements with bounded ℓ8-norm

Bss The ℓ8-norm bound of SecSha
according to Lemma 14

σr “ maxt
?
32πqsmNσcBssσsk, The standard deviation of the preimages

16
?
3?

π
q

k
m

a

Nplogp2mNq ` 2κqu ri,j for j P r0..ℓs

σz “
?
mNp

a

tpℓ ` 1qσr ` 2σcσskq The maximum ℓ2-norm for the aggregated z

Fig. 5. Table showing the parameters for the scheme TSL.

Proof (of Theorem 2). Let A be a TS-UF-0 adversary described in the theorem. W.l.o.g. we
assume that A is deterministic and corrupts exactly t ´ 1 signers. Also, we assume if A returns
pµ˚, pR˚, z˚qq, the RO query H2ppk, µ

˚,R˚q was made by A, which adds at most one RO query.
Also, since the game makes at most one RO query to H1 and H2 respectively for each signing query,
the total number of RO queries to each one of H1 and H2 is bounded q “ qh ` qs ` 1. We first
construct an algorithm C compatible with the syntax in Lemma 15 and then construct B from
ForkC . The input of C consists of par “ A, public key pk, secret key shares tskiuiPrns, the random

nonces tr
piq
j uiPrqss,jPr0..ℓs, and the random RO outputs h1, . . . , h2q, where h2i´1 P Sb and h2i P Sc for

i P rqs. To start with, C does initialization exactly as in the game TS-UF-0 and then runs A with
access to oracles Init, PPO, PSignO simulated in the same manner as in the game TS-UF-0 (the

random nonces tr
piq
j ujPr0..ℓs are used for the i-th signing query to PPO) and the RO oracle ĄRO,

which is simulated as follows.

ĄRO query H1pxq: If H1pxq ‰ K, C returns H1pxq. Otherwise, parse x as pĂpk, lrq. If the parsing

fails or Ăpk ‰ pk, C sets H1pxq Ð$ Shash and returns H1pxq. Otherwise, C increases ctrh by 1, sets
H1pxq Ð h2ctrh´1. Also, C computes RÐ

ř

iPlr .SSpRi,0 `
ř

jPrℓs bj ¨Ri,jq, where pRi,jqjPr0..ℓs Ð

lr .PPpiq and tbjujPrℓs Ð h2ctrh´1. If H2ppk, lr .msg,Rq “ K, C sets H2ppk, lr .msg,Rq Ð h2ctrh .
Finally, C returns H1pxq.

ĄRO query H2pxq: If H2pxq ‰ K, C returns H2pxq. Otherwise, parse x as pĂpk, µ,Rq. If the parsing

fails or Ăpk ‰ pk, C sets H2pxq Ð$ Shash and returns H2pxq. Otherwise, C increases ctrh by 1 and
sets H2pxq Ð h2ctrh . Finally, C returns H2pxq.
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ForkApxq :

Pick the random coin ρ of A at random
ph1, . . . , hqq, ph̄1, . . . h̄qq Ð$ HG
pI,Outq Ð Apx, h1, . . . , hq; ρq

If I “ K then return K

pĪ ,Outq Ð Apx, h1, . . . , hI´1, h̄I , . . . , h̄q; ρq

If I ‰ Ī then return K

Return pI,Out,Outq

Fig. 6. The forking algorithm build from A.

After receiving the output pµ˚, pR˚, z˚qq from A, C aborts if A does not win the TS-UF-0 game.
Otherwise C finds the index I such that H2ppk, µ

˚,R˚q is set to hI during the simulation. By our
assumption of A, we know such I must exist. Then, C returns pI,Out “ pµ˚,R˚, z˚qq.

Analysis of C. To use Lemma 15, we define S :“ t2jujPrqs and IG as the algorithm that runs

AÐ$ Setupp1κq, ppk, tskiuiPrnsq Ð$ KeyGenpq, samples tr
piq
j uiPrqss,jPrℓs such that each r

piq
j is sampled

independently from Dm
σr
, and returns pA, pk, tskiuiPrns, tr

piq
j uiPrqss,jPr0..ℓsq. We define HG as the algo-

rithm that samples h1, h3, . . . , h2q´1 uniformly from Sb and h2, h4, . . . , h2q uniformly from Sc. From
the simulation, we know the output index I of C is always in S. Also, it is not hard to see that C
simulates the game TS-SUF-0 perfectly, which implies accpCq ě Advts-uf-0TSL pA, κq. By Lemma 15,

accpForkCq ě Advts-uf-0TSL pA, κq2{q .

Construct B from ForkC.We now give a construction of the MSIS adversary B using ForkC . To
start with, B receives A P Rkˆm

q from the MSIS game, follows the algorithm KeyGenpq to generate

ppk, sk, tskiuiPrnsq, and samples tr
piq
j uiPrqss,jPr0..ℓs exactly as in IG. Then, B runs ForkC . If ForkC

outputs pI,Out “ pµ˚,R˚, z˚q,Out “ pµ̄˚, R̄
˚
, z̄˚qq, B returns z˚ ´ z̄˚ ´ 2phI ´ h̄Iqsk. Otherwise,

B aborts.
By the execution of ForkC , we know pµ˚,R˚q “ pµ̄˚, R̄

˚
q, Az˚ “ R˚` 2hI ¨pk and Az̄˚ “ R̄

˚
`

2h̄I ¨ pk. Therefore, Apz
˚´ z̄˚´ 2phI ´ h̄Iqskq “ 0. Also, it is clear that

›

›z˚ ´ z̄˚ ´ 2phI ´ h̄Iqsk
›

› ď

2σz` 2
?
mN

›

›phI ´ h̄Iqsk
›

›

8
ď 2σz` 4

?
mNσcσsk, where the last inequality is due to the fact that

›

›phI ´ h̄Iqsk
›

›

8
ď }hIsk}8 `

›

›h̄Isk
›

›

8
ď 2σcσsk.

It is left to show that z˚´ z̄˚´2phI ´ h̄Iqsk ‰ 0 with high probability. Denote Win as the event
that B returns and z˚´ z̄˚´ 2phI ´ h̄Iqsk ‰ 0, which means that B wins the MSIS game, and Zero
as the event that B returns and z˚ ´ z̄˚ ´ 2phI ´ h̄Iqsk “ 0. Since B returns if ForkC returns,

PrrWin _ Zeros “ accpForkCq ě Advts-uf-0TSL pA, κq2{q . (3)

Denote BadHash as the event that there exist two of h1, h̄1, . . . , h2q, h̄2q that are equal. Denote SgA

as the set of MSIS challenge A P Rkˆm
q that ηεpAq ď σr{p2

?
3q. Denote Sgk,A as the set of secret

key sk P Bσsk
such that there exists another key sk1 ‰ sk and Ask1 “ Ask. Then, denote Good as the

event that BadHash does not occur, A P SgA, and sk P Sgk,A. We show that PrrWins is high using
the following main lemma. We defer the proof of the lemma to Section 4.3.

Lemma 16. For any α ě 2,

PrrWin ^ Goods ě PrrZero ^ Goodsα{pα´1q{δα ,
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where δα “ p1` 160ℓq ¨ 2´2κq ¨ eα.

We now show that Good occurs except for negligible probability. By Lemma 6, PrrA R SgAs ď

2´N ď 2´2κ. Since h1, h3, . . . , h2q´1 are sampled uniformly from Sb and h2, h4, . . . , h2q are sampled
uniformly from Sc, we know PrrBadHashs ď p2qq2{ |Sb|`p2qq

2{ |Sc| ď 8q22´2κ. Also, by the following
lemma, Prrsk R Sgk,As ď 2´2κ.

Lemma 17. For any A P Rkˆm
q and σsk, if m ě p2κ{N ` k log qq{ logp2σskq, we have that for

skÐ$ Bσsk
, with probability at least 1 ´ 2´2κ, there exists sk1 P Bσsk

such that sk ‰ sk1 and Ask “
Ask1.

Proof. Here, one only has to show that the size of Bσsk
is much larger than Rk

q . Since there is at

most qkN possible values of Ask, with probability at most qkN{p2σskq
mN , the sampled sk would not

satisfy the condition in the lemma. Thus, with m ě 2κ{N log σsk ` k log q{ log σsk, the statement is
true. [\

Therefore, Prr␣Goods ď p2 ` 8q2q2´2κ. Finally, by Lemma 16 and Equation (3), we conclude
our theorem, since

PrrWins ě PrrWin ^ Goods

ě
1

2

´

PrrWin ^ Goods ` PrrZero ^ Goodsα{pα´1q{δα

¯

ě
α´ 1

2αδα
pPrrWin ^ Goods ` PrrZero ^ Goodsqα{pα´1q

ě
1

2αδα
pPrrpWin _ Zeroq ^ Goodsqα{pα´1q

ě
1

2αδα

´

Advts-uf-0TSL pA, κq2{q´ p2` 8q2q2´2κ
¯α{pα´1q

,

where the third inequality is due to Lemma 20 and the fact that δα ą 1. [\

4.3 Proof of Lemma 16

By the definition of Sgk,A, there exists a bijection fA : Sgk,A Ñ Sgk,A such that fApskq ‰ sk
and A ¨ fpskq “ A ¨ sk. Denote a random variable TA,sk,h as the view of A during its interaction
with B given the MSIS challenge being A, the secret key being sk and the hash values being
h “ ph1, . . . , h2qh , h̄1, . . . , h̄2qhq for answering RO queries. More concretely, TA,sk,h contains the
public key pk, the secret key shares of corrupted signers tskjujPCS , the transcripts of all queries to
the oracles PPO, PSignO, RO, and the outputs of A in both executions. Denote WA,sk,h as the
distribution of TA,sk,h. Denote Sgh as the set of hash values h such that BadHash does not occur.

We first show that the lemma holds if the Rényi divergence Rα

`

WA,sk,h}WA,fApskq,h

˘

ď δα for

any A P SgA, sk P Sgk,A and h P Sgh. Given a view T , we denote pµ˚,R˚, z˚q and pµ̄˚, R̄
˚
, z̄˚q as

the outputs of A in T , and we follow the execution of C to find an index I such that H2ppk, µ
˚,R˚q

is set to hI if A wins during the first execution. Denote Ī as such an index for the second execution
of A. We define the event Esk as A wins in both executions and I “ Ī ^ z˚´ z̄˚´2phI´ h̄Iqsk “ 0.

For any fixed A P SgA, sk P Sgk,A,h P Sgh and T Ð$ WA,sk,h, if EfApskq occurs, since sk ‰
fApskq and h P Sgh which implies hI ´ h̄I ‰ 0, we know z˚ ´ z̄˚ ´ 2phI ´ h̄Iqsk ‰ z˚ ´ z̄˚ ´
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2phI ´ h̄IqfApskq “ 0, which means that B wins the MSIS game given pA, sk,h, T q. Therefore,
PrrWin|A, sk,hs ě PrT Ð$ WA,sk,h

rEfApskqs, where PrrWin|A, sk,hs denotes the probability that Win
occurs given the MSIS challenge being A, the secret key being sk, and the hash values being h.
For T Ð$ WA,fApskq,h, if EfApskq occurs, we know the event Zero occurs given the secret key being
fApskq and the view of A being T , which means PrrZero|A, fApskq,hs “ PrT Ð$ WA,fApskq,h

rEfApskqs.
Therefore, by Lemma 7,

PrrWin|A, sk,hs ě Pr
T Ð$ WA,sk,h

rEfApskqs

ě Pr
T Ð$ WA,fApskq,h

rEfApskqs
α{pα´1q{Rα

`

WA,sk,h}WA,fApskq,h

˘

ě PrrZero|A, fpskq,hsα{pα´1q{δα ,

which implies

PrrWin|Goods “ E
pA,sk,hq Ð$ SgAˆSgk,AˆSgh

rPrrWin|A, sk,hss

ě E
pA,sk,hq Ð$ SgAˆSgk,AˆSgh

rPrrZero|A, fApskq,hs
α{pα´1q{δαs

ě E
pA,sk,hq Ð$ SgAˆSgk,AˆSgh

rPrrZero|A, fApskq,hss
α{pα´1q{δα

“ PrrZero|Goodsα{pα´1q{δα ,

where the second inequality is due to Jensen’s inequality and the last equation is due to the fact
that fA is a bijection. Therefore,

PrrWin ^ Goods “ PrrWin|GoodsPrrGoods

ě PrrGoods ¨ PrrZero|Goodsα{pα´1q{δα

ě pPrrGoods ¨ PrrZero|Goodsqα{pα´1q{δα

“ pPrrZero ^ Goodsqα{pα´1q{δα ,

where the second inequality is due to PrrGoods ď 1 and α
α´1 ą 1.

Analysis of Rα

`

WA,sk,h}WA,fApskq,h

˘

.We first define a more fine-grained view TA,sk,ρ,h by further

fixing the randomness ρ used for generating the shares of the secret key. We can view WA,sk,h as
the distribution of TA,sk,ρ,h for ρ uniformly sampled from pRm

q q
K .

We also extend the bijection fA to a bijection f 1
A that additionally takes the randomness ρ

as input such that f 1
A maps psk,ρq to pfApskq,ρ

1q such that the shares of corrupted signers CS
given psk,ρq are the same as that given pfApskq,ρ

1q.4 By Lemma 14, we construct the bijection as
f 1
Apsk,ρq :“ pfApskq, Φsk,fApskq,CS pρqq. As a result, WA,fApskq,h can be viewed as the distribution of
TA,f 1

Apsk,ρq,h for uniformly sampled ρ.

Denote WA,sk,ρ,h as the distribution of TA,sk,ρ,h. Denote P as the distribution of pρ, TA,sk,ρ,hq

and Q as the distribution of pρ, TA,f 1
Apsk,ρq,hq for uniformly sampled ρ. By the data processing

inequality from Lemma 7, Rα

`

WA,sk,h}WA,fApskq,h

˘

ď Rα pP }Qq. By Lemma 8, denoting P1 as the

4 The corrupted set CS is fixed here since we assume that A is deterministic.
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uniform distribution of ρ and P2|ρ as the distribution of TA,sk,ρ,h conditioned on the value of ρ (Q1

and Q2|ρ are defined analogously), then

Rα pP }Qq ď Rα pP1}Q1q ¨max
ρ

Rα

`

P2|ρ}Q2|ρ

˘

“ max
ρ

Rα

´

WA,sk,ρ,h}WA,f 1
Apsk,ρq,h

¯

.

Therefore,

Rα

`

WA,sk,h}WA,fApskq,h

˘

ď max
ρ

Rα

´

WA,sk,ρ,h}WA,f 1
Apsk,ρq,h

¯

,

and we can conclude the lemma by the following claim.

Claim. For any A P SgA, sk P Sgk,A, ρ P pR
m
q q

K , and h P Sgh,

RαpWA,sk,ρ,h}WA,f 1
Apsk,ρq,hq ď p1` 160ℓq ¨ 2´2κq ¨ eα .

Proof. Denote psk1,ρ1q “ f 1
Apsk,ρq and denote tssiuiPrLs and tss

1
iuiPrLs as the secret shares generated

by SecSha.Sharepsk;ρq and SecSha.Sharepsk1;ρ1q, respectively. Since A is deterministic, TA,sk,ρ,h is

determined by the nonces tR
pjq

0 , . . . ,R
pjq

ℓ ujPrqss and the outputs pR, zq of queries to oracle PSignO.
Therefore, we only need to consider the marginal distribution of those variables when comparing the
two distributions. We further ignore R from the outputs of PSignO queries since it is determined

given tR
pjq

0 , . . . ,R
pjq

ℓ ujPrqss and h.
We now use Lemma 8 to boundRαpWA,sk,ρ,h}WA,f 1

Apsk,ρq,hq by defining random variablesX0, . . . ,

X2qs as follows. Let X0 :“ tR
pjq

0 , . . . ,R
pjq

ℓ ujPrqss. For j P rqss, let Xj be the output z of the j-th
query to PSignO made by A during the first execution, and let Xj be K if A makes less than
j queries to PSignO during the first execution. Similarly, let Xqs`j be the output z of the j-th
query to PSignO made by A during the second execution, and let Xqs`j be K if A does not win
during the first execution or makes less than j queries to PSignO during the second execution. We
denote D as the distribution of X0, . . . , X2qs sampled from WA,sk,ρ,h and D1 as the distribution of
X0, . . . , X2qs sampled from WA,f 1

Apsk,ρq,h.
By Lemma 8, denoting Dj|xr0..j´1s

as the distribution of Xj conditioned on xr0..j´1s (D
1
j|xr0..j´1s

is

defined analogously), we just need to bound RαpDj|xr0..j´1s
}D1

j|xr0..j´1s
q for each j and xr0..j´1s. For

simplicity of our explanation, we denote δα,j :“ maxxr0..j´1s
RαpDj|xr0..j´1s

}D1
j|xr0..j´1s

q. Also, when

xr0..j´1s is clear from the context, we write Dj and D1
j instead for readability.

For j “ 0, since tR
pjq

0 , . . . ,R
pjq

ℓ ujPrqss are sampled independently of sk,ρ, D0 and D1
0 are the

same distributions, which implies δα,j “ 1.
For 1 ď j ď qs, given Xr0..j´1s “ xr0..j´1s for some xr0..j´1s, we know TA,sk,ρ,h and TA,f 1

Apsk,ρq,h

are identical prior to the j-th PSignO query in the first execution. Denote the j-th query to PSignO

as pi, lrq. We say that the query corresponds to the j1-th token if lr .PPpiq “ pR
pj1q

0 , . . . ,R
pj1q

ℓ q.
Suppose that the query is valid, i.e., the query corresponds to the j1-th token for some j1 P rqss
and there is no prior PSignO query corresponding to the same token. Let pc, b1, . . . , bℓq be the
parameters computed from CompParppk, lrq. Let si1 P Rm be an arbitrary vector such that Asi1 “

R
pj1q

i1 for i1 P r0..ℓs. Then, the distribution of r
pj1q

i1 given R
pj1q

i1 is Dm
ΛK
q pAq`si1 ,σr

for i1 P r0..ℓs. Let v :“
ř

j2PTi
λlr .SS
j2 ssj2 . Since Xj “ r

pj1q

0 `
ř

i1Prℓs bi1r
pj1q

i1 ` 2cv and ηεpΛ
K
q pAqq ď σr{p2

?
3q, by Lemma 12,
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we have Dj
ε1

« Dm,mod q
ΛK
q pAq`S`2cv,σ1,2cv

,5 where ε1 “
2pp1`εqℓ´1q

2´p1`εqℓ
, S “ s0 `

ř

i1Prℓs bi1si1 and σ12 “

σ2
r p1`

ř

i1Prℓs b
:

i1bi1q. Similarly, D1
j

ε1

« Dm,mod q
ΛK
q pAq`S`2cv1,σ1,2cv1 , where v1 “

ř

j2PTi
λlr .SS
j2 ss1

j2 . Using weak

triangle inequality from Lemma 7, we have that

δα,j ď p1` ε1q
1` α

α´1Rα

´

Dm,mod q
ΛK
q pAq`S`2cv,σ1,2cv

}Dm,mod q
ΛK
q pAq`S`2cv1,σ1,2cv1

¯

Since for any b P Sb, b
:b “ 1, we have σ12 “ p1 ` ℓqσ2

r . By Lemma 14, we have Av “ Av1, which
implies 2cpv´v1q P ΛK

q pAq, and thus the two lattice cosets ΛK
q pAq`S` 2cv and ΛK

q pAq`S` 2cv1

are the same. Then, by Lemma 14, we have }v ´ v1} ď Bssσsk
?
Nm. Thus, by Lemma 10,

δα,j ď p1` ε1q
1` α

α´1 exp

˜

απ
}2cpv ´ v1q}

2

σ12

¸

ď p1` ε1q3 exp

ˆ

4απσ2
cB

2
ssσ

2
skNm

p1` ℓqσ2
r

˙

ď p1` ε1q3eα{p2qq , (4)

where the last inequality is due to the fact that σr is set as shown in Figure 5. If the j-query is not
valid or A makes less than j queries to PSignO in the first execution, we have Xj “ K in both

distributions, which means Rα

´

Dj}D
1
j

¯

“ 1.

For qs ` 1 ď j ď 2qs, given Xr0..j´1s “ xr0..j´1s for some xr0..j´1s, we know TA,sk,ρ,h and
TA,f 1

Apsk,ρq,h are identical prior to the pj ´ qsq-th PSignO query in the second execution. W.l.o.g.
we assume A wins the TS-UF-0 game during the first execution since otherwise Xj “ K in both
Dj and D1

j and δα,j “ 1. Also, w.l.o.g. we assume A makes at least pj´qsq queries to PSignO and
the pj ´ qsq-th query is valid during the second execution since otherwise Xj “ K. We denote the
query as pi, l̄rq and let pc̄, b̄1, . . . , b̄ℓq be the parameters computed from CompParppk, l̄rq. Suppose
the query corresponds to the j1-th token. There are three cases:

- The adversary does not make a PSignO query that corresponds to the j1-th token during the

first execution. SinceXj is the distribution of z̄ conditioning on tR
pj1q

0 , . . . ,R
pj1q

ℓ u, we can use the
same analysis as the case for the first execution and get the same bound on δα,j as Equation (4).

- Otherwise, the adversary makes a valid PSignO query that also corresponds to the j1-th token
during the first execution. Denote the query as pi, lrq, and suppose it is the j̃-th PSignO query.
(Since the query corresponds to the j1-th token, it must be for signer i too.) Let pc, b1, . . . , bℓq
be the parameters computed from CompParppk, lrq during the first execution. Denote J as the
index such that pb1, . . . , bℓq “ hJ . If lr “ l̄r and J ă I, where we recall that I denotes the
index such that H2ppk, µ

˚,R˚q “ hI and pµ˚, pR˚, z˚qq denotes the output of A during the first
execution, we have pb̄1, . . . , b̄ℓq “ hJ .

Denote J 1 as the index such that c “ hJ 1 . By the simulation of the random oracles, J 1 is either
J ` 1 or less than J . Since A wins the TS-UF-0 game during the first execution, µ˚ ‰ lr .msg,
which implies J 1 ‰ I and thus J 1 ă I. Therefore, from the algorithm CompPar, we know
c “ hJ 1 “ c̄, which implies that the answer to the pj ´ qq-th PSignO query during the second
execution is the same as the j̃-th PSignO query during the first execution. Thus, Xj “ Xj̃ “ xj̃
for both Dj and D1

j and δα,j “ 1.

5 This follows from Lemma 12 showing that Xj ´ 2cv is distributed closely to Dm,mod q

ΛK
q pAq`S,σ1 .
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- Otherwise, either lr ‰ l̄r or J ą I. Since h P Sgh, in either of the cases, pb1, . . . , bℓq ‰ pb̄1, . . . , b̄ℓq.
We denote the output of the j̃-th PSignO query during the first execution as z and define
tsi1ui1Pr0..ℓs, and pv,v

1q for the query following the analysis of the first execution. Then, Xj “

r0`
ř

i1Prℓs b̄i1ri1 ` 2c̄v̄, where v̄ “
ř

j2PTi
λl̄r .SS
j2 ssj2 and each ri1 , for i1 P r0..ℓs, is independently

sampled from Dm,mod q
ΛK
q pAq`si1 ,σr

conditioning on r0 `
ř

i1Prℓs bi1ri1 “ z ´ 2cv. By Lemma 12,

Dj
ε1

« Dm,mod q

IbΛK
q pAq`z´2cv`S`2c̄v̄,σ2“

b

∆pΣq

Σ11
,
Σ12
Σ11

pz´2cvq`2c̄v̄

where S “
ř

i1Prℓspb̄i1 ´ bi1qsi1 , I denotes the ideal generated by b1 ´ b̄1, . . . , bn ´ b̄n, and

Σ “ σ2
r

˜

1`
ř

i1Prℓs b
:

i1bi1 1`
ř

i1Prℓs b̄i1b:

i1

1`
ř

i1Prℓs b̄
:

i1bi1 1`
ř

i1Prℓs b̄
:

i1 b̄i1

¸

.

Similarly, D1
j

ε1

« Dm,mod q

IbΛK
q pAq`z´2cv1`S`2c̄v̄1,σ2,

Σ12
Σ11

pz´2cv1q`2c̄v̄1
, where v̄1 “

ř

j2PTi
λl̄r .SS
j2 ss1

j2 . Since

pb1, . . . , bℓq ‰ pb̄1, . . . , b̄ℓq, we know 2 P I by Lemma 2. Since cpv ´ v1q ` c̄pv̄ ´ v̄1q P ΛK
q pAq

by Lemma 14, we know 2cpv ´ v1q ` 2c̄pv̄ ´ v̄1q P 2ΛK
q pAq Ă I b ΛK

q pAq, which implies I b
ΛK
q pAq ` z ´ 2cv ` S ` 2c̄v̄ and I b ΛK

q pAq ` z ´ 2cv1 ` S ` 2c̄v̄1 are the same lattice cosets.

Also, since b:b “ 1 for any b P Sb, we have Σ11 “ Σ22 “ p1` ℓqσ2
r . Also, by Lemma 3, we have

›

›

›
1`

ř

i1Prℓs b̄
:

i1bi1

›

›

›

2
ď ℓ2 ` 1. Therefore, Σ21Σ12 “

›

›

›
σ2
r ` σ2

r

ř

i1Prℓs b̄
:

i1bi1

›

›

›

2
ď σ4

r pℓ
2 ` 1q. Thus,

∆pΣq “ Σ11Σ22 ´Σ21Σ12 ě pℓ` 1q2σ4
r ´ σ4

r pℓ
2 ` 1q ě 2ℓσ4

r , which implies σ2 ě

b

2ℓ
ℓ`1σr ě σr.

Since 2ΛK
q pAq Ă I ¨ ΛK

q pAq, ηεpI ¨ ΛK
q pAqq ď 2ηεpΛ

K
q pAqq ď σr ď σ2. By Lemma 10 and using

weak-triangle inequality as in the case of the first execution, we have

δα,j ď p1` ε1q
1` α

α´1

ˆ

1` ε

1´ ε

˙
α

α´1

¨ exp

¨

˚

˝

απ

›

›

›

Σ12
Σ11

2cpv ´ v1q ` 2c̄pv̄ ´ v̄1q

›

›

›

2

σ2
r

˛

‹

‚

.

Also, by Lemma 14, }v ´ v1} ď Bssσsk
?
mN and }v̄ ´ v̄1} ď Bssσsk

?
mN , and since

›

›

›

›

›

›

1`
ÿ

i1Prℓs

b̄:

i1bi1

›

›

›

›

›

›

1

ď 1` ℓ ,

we know
›

›

›

Σ21
Σ11

›

›

›

1
ď

σ2
r pℓ`1q

σ2
r pℓ`1q

ď 1. Therefore, by how σr is set in Figure 5,

δα,j ď p1` ε1q3
ˆ

1` ε

1´ ε

˙2

¨ exp

ˆ

16απσ2
cB

2
ssσ

2
skmN

σ2
r

˙

ď p1` ε1q3
ˆ

1` ε

1´ ε

˙2

¨ eα{p2qq . (5)

Since ε “ 2´2κ and ℓ ď 2κ, we know ε1 ď 8ℓ ¨2´2κ and p1`εq{p1´εq ď 1`4 ¨2´2κ. From the above
analysis, Rα pD0}D

1
0q “ 1 and by Equation (4) and Equation (5), for any j P r2qss and xr0..j´1s,

Rα

´

Dj|xr0..j´1s
}D1

j|xr0..j´1s

¯

ď p1` 8ℓ ¨ 2´2κq5eα{p2qq .

Therefore, by Lemma 8,

RαpWA,sk,ρ,h}WA,f 1
Apsk,ρq,hq ď p1` 8ℓ ¨ 2´2κq10qeα ď p1` 160ℓq ¨ 2´2κq ¨ eα .

[\
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4.4 Proof of Theorem 1 (Correctness of TSL)

Let sk be the secret key and pk “ Ask be the corresponding public key, denote tssjujPrLs be the
output of the secret sharing algorithm and ski “ tssjujPTi for each signer i P rns denotes its secret
key share. To show the correctness of the scheme, we consider any signing interaction with any
message µ and any signer set SS Ď rns such that |SS | ě t and a message µ. Then, we have to show
the following two points: (1) the aggregated signature pR, zq satisfies Az “ R` 2H2ppk, µ,Rq ¨ pk,
and (2) with overwhelming probability, }z} ď σz.

For the first point, we start by considering how each zi for i P SS is generated. Each signer
i P SS first generates ri,0Ð$ Dm

σ0
and rÐ$ Dm

σr
for j P rℓs, and sets Ri,j Ð Ari,j for j P r0..ℓs.

Then, in the second round on the same leader request lr where lr .SS “ SS , each signer computes
the aggregating coefficients tbjujPrℓs Ð H1ppk, lrq and the challenge c Ð H2ppk, µ,Rq where R Ð
ř

iPSS Ri,0`
ř

jPrℓs bjRi,j . Then, the returned response zi is ri,0`
ř

jPrℓs bjri,j ` 2c ¨ p
ř

jPTi
λSS
j ssjq.

Assuming that all the parties are honest, so the aggregated nonce R is the same for all parties. By
the linearity property of SecSha, it is easy to see that the aggregated z is

z “
ÿ

iPSS

zi “
ÿ

iPSS

¨

˝ri,0 `
ÿ

jPrℓs

bjri,j

˛

‚` 2c ¨ sk . (6)

Moreover, from Equation (6), we have

Az “
ÿ

iPSS

¨

˝Ari,0 `
ÿ

jPrℓs

bjAri,j

˛

‚` 2c ¨ pAskq

“
ÿ

iPSS

Ri,0 `
ÿ

jPrℓs

bjARi,j ` 2c ¨ pk

“ R` 2H2ppk, µ,Rq ¨ pk ,

showing that the check on Az is satisfied.
It is left to show that with overwhelming probability }z} ď σz. Let the distribution of z

as defined by Equation (6) be Dz. Then, by Lemma 12, we have that Dz
ε1

« Dm
σ,2csk for ε1 “

2pp1`εqtpℓ`1q´1´1q

2´p1`εqtpℓ`1q´1 and σ2 “ tp1` ℓqσ2
r , assuming that |SS | “ t. Thus, Dz has statistical distance ε1{2

from Dm
σ,2csk. By Lemma 5 and by how σr is set, the error probability that }z ´ 2c ¨ sk} ě σ

?
mN

is at most
´

1`ε
1´ε

¯

2´mN . Therefore, we have that

}z} ď σ
?
mN ` }2 ¨ c ¨ sk} ď σr

a

tmNp1` ℓq ` 2σcσsk
?
mN ď σz ,

except with error probability

ˆ

1` ε

1´ ε

˙

2´mN `
ε1

2
ď 2 ¨ 2´mN ` 4tpℓ` 1q ¨ 2´2κ ď p2` 4tpℓ` 1qq ¨ 2´2κ “ δ .

The first inequality follows from ε “ 2´2κ and p1 ` εqtpℓ`1q´1 ď 1 ` 2tpℓ ` 1qε, so that ε1 ď

8tpℓ ` 1q ¨ 2´2κ and p1 ` εq{p1 ´ εq ď 1 ` 4 ¨ 2´2κ ď 2. Then, the next inequality follows from
N ě 2κ. [\
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4.5 Concrete instantiation and efficiency analysis

We analyze the concrete efficiency of our protocol in the setting considered by [GKS23], where
the security parameter is κ “ 128, the maximum number of signing sessions is qs “ 264 (which is
commonly used in other related works [dPKM`24] following NIST recommendations), and n “ 5.
We consider arbitrary threshold 1 ď t ď n here. We set N “ 512 and k “ 5. We set q such that
the logarithm of β, the ℓ2-norm of the short solution, satisfies log β ď 2

?
kN log q log δ, according

to [MR09]. We use δ “ 1.005 as in [GKS23] so that we get roughly 128-bit security of the MSIS
problem. Note that we are not choosing the MSIS parameters according to the concrete bounds
of Theorem 2, but rather we are choosing parameters so that MSIS gives 128 bits of security. This
follows common practice, and it is justified by the fact that our bound is likely not tight due to the
use of the Forking Lemma. We will see the estimated β ď 273.7, so we set q ě 274. We set σsk “ 29

and then, according to Figure 5, we set σc “ 64, m “ 37, ℓ “ 26. We set σr “ 262.5 due to the first
term of the maximum function6 with Bss “ 25 as estimated in Section 3. Then, we set σz “ 272.7.
By Theorem 2, we have β is bounded by 273.7. Then, our public key size is |pk| “ kN log q “ 23.7KB,
the signature size is |sig | “ pm`kqN log q “ 199KB, and the communication complexity per signer
is ppℓ`1qk`mqN log q “ 814.6KB. We summarize the parameters in Figure 7, where we also show
the concrete parameters and efficiency for n “ 32, 1024 estimated using the same way as above.

n q k m σsk σr σz |pk| |sig | Comm.

5 274 5 37 29 262.5 272.7 23.7KB 199KB 814.6KB

32 288 5 61 26 267.5 279.3 28.1KB 371.7KB 1.1MB

1024 2102 6 88 26 279.5 294 39.2KB 613.7KB 1.6MB

Fig. 7. The concrete parameters and estimated efficiency for κ “ 128 and n “ 5, 32, 1024. In all three cases, we use
pN, ℓ, σcq “ p512, 26, 64q. The last column denotes the communication complexity per signer.
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A Proof of Lemma 11

We first state the two following lemmas borrowed from [GMPW20] and used in our proof. The
latter one is adapted to our Gaussian notation, which we give a proof for completeness.
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Lemma 18 (Corollary 2.7 of [GMPW20]). For any lattice Λ Ď Rm and ε P p0, 1q where
ηεpΛq ď 1, we have that for any x P Rm,

ρpΛ` xq P r1´ ε, 1` εs
ρpxKΛq

∆pΛq

where xKΛ is the projection of x orthogonal to Λ and ∆pΛq is the determinant of the lattice Λ defined
as the volume of its fundamental parallelepiped Pptb1, . . . , bkuq :“ t

řm
i“1 xibi : @i P rks, xi P r0, 1qu

for any basis tb1, . . . , bku of Λ.

Lemma 19 (Lemma 2.3 of [GMPW20] adapted to our notations). For any lattice coset
A “ Λ` a Ď Rm and any full-row-rank T P Rkˆm such that T is injective on A, we have that the
distributions T ¨Dm

A and Dk
TA,

?
TTT

are identical.

Proof. First, because T is injective on A, for each y P TA, one can write it as Tx for a unique
x P A. Hence, it suffices to show that for any y “ Tx P TA, ρ?

TTT pyq “ ρpxq to conclude the
proof. Then, consider

ρ?
TTT pyq “ expp´πyT pTT T q´1yq “ expp´πxTT T pTT T q´1Txq .

Next, we will show that xTT T pTT T q´1Tx “ }x}2 for any x P A. By singular value decomposition,
we can write T as T “ UDV T for orthonormal matrices U P Rkˆk, V P Rmˆm (i.e., UUT “

Ik, V V T “ Im) and a rectangular diagonal matrix D P Rkˆm. Also, with T being full-row-rank,
D11, . . . , Dkk ‰ 0. This means that the first k columns of V span a subspace of Rm on which
T is injective (we can see this by considering Tvi “ Diiui for each column vector vi of V for
i P rks, so tTviuiPrks spans Rk). Therefore, x P A can be written as

řk
i“1 civi and }x}

2
“

řk
i“1 c

2
i .

Then, see that pTT T q´1 “ UpDDT q´1UT , so T T pTT T q´1T “ V I 1V T where I 1 P Rmˆm is a
diagonal matrix with 1 in its first k diagonal entries and 0 otherwise. Finally, we conclude that
xTV I 1V Tx “

řk
j“1 c

2
j “ xTx, proving the lemma. [\

Proof (of Lemma 11). We note first that because T is full-row-rank, any vector x P Km
R zt0u gives

x:T ‰ 0, so Σ “ TT : is positive definite. Now, denote T 1 “ ϕMpT q P RkNˆmN . We can see that
since T is full-row-rank (i.e., surjective), T 1 is also full rank (due to the embedding ϕ being a
bijection between Km

R and RmN ). Also, kerpT 1q “ ϕpkerpT qq since for any x P Km
R that Tx “ 0,

ϕMpT qϕpxq “ 0, and similarly for any x P RmN that T 1x “ 0, Tϕ´1pxq “ 0. Additionally, because
kerpT q is a Λ-subspace, (i.e., SpanpΛ X kerpT qq “ kerpT q), we have that kerpT 1q “ ϕpkerpT qq “
ϕpSpanpΛXkerpT qqq “ SpanpϕpΛqXϕpkerpT qqq “ SpanpϕpΛqXkerpT 1qq, so kerpT 1q is ϕpΛq-subspace.

Then, we consider the coefficient embedding of the two distributions, which by Lemma 4, we
can see that the coefficient embedding of values from T ¨Dm

Λ`a,σ and Dk
TΛ`Ta,σ

?
TT :

have the same

distribution as T 1 ¨DmN
ϕpΛ`aq,σ and DkN

ϕpTΛ`Taq,σϕMp
?
TT :q

, respectively. We note that ϕpTΛ` Taq “

T 1ϕpΛq ` ϕpaq and ϕMp
?
TT :q “

?
T 1T 1T . Additionally, denote Λ1 “ 1

σϕpΛq Ď RmN , a1 “ 1
σϕpaq P

RmN and A1 “ Λ1`a1. Then, T 1 ¨DmN
ϕpΛ`aq,σ “ σT 1 ¨DmN

A1 and DkN
T 1ϕpΛ`aq,σϕMp

?
TT :q

“ σ ¨DkN

T 1A1,
?

T 1T 1T
.

Note that ηεpΛ
1q ď 1 since ηεpΛq ď σ. Thus, our goal now is to show that

σT 1 ¨DmN
A1

ε1

« σ ¨DkN

T 1A1,
?

T 1T 1T
.
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To do this, let P “ kerpT 1q and consider the projection xKP of any x P RmN orthogonal to
P . Observe that for any x, T 1x “ T 1xKP . Then, for a distribution pDmN

A1 qKP of xKP obtained
by projecting x sampled from to xKP , we have that σT 1 ¨ pDmN

A1 qKP is identically distributed to
σT 1 ¨ DmN

A1 . Also, consider a lattice coset A1
KP which is obtained by projecting each vector in A1

orthogonally to P (this is a well-defined lattice coset, because P is a Λ1-subspace). Also, since T 1 is
injective on A1

KP , by Lemma 19, T 1 ¨ DmN
A1

KP
and DkN

T 1A1
KP ,
?

T 1T 1T
are identically distributed. Hence,

we only need to show that σT 1 ¨ pDmN
A1 qKP

ε1

« σT 1 ¨DmN
A1

KP
, which can be done by applying the data

processing property of R8 (Lemma 7) and showing that

pDmN
A1 qKP

ε1

« DmN
A1

KP
.

To show this final step, first see that both distributions have the same support A1
KP . Then, for

each x P A1
KP , consider the probability that we sample x from pDmN

A1 qKP and DmN
A1

KP
respectively.

Also, let ΛP “ Λ1 X P and w1 P A1 be some vector where w1
KP “ x. Then, pDmN

A1 qKP pxq “
ρptwPA1:wKP “xuq

ρpA1q
“

ρpw1`ΛP q

ρpA1q
P r1´ε, 1`εs¨

ρpw1
KP q

ρpA1q∆pΛP q
, where the last step follows from Lemma 18 and

that ηεpΛ
1q ď 1. Next, DmN

A1
KP
pxq “ ρpxq{ρpA1

KP q, so we can write
ρpw1

KP q

ρpA1q∆pΛP q
as C ¨DmN

A1
KP
pxq where

C “
ρpA1

KP q

ρpA1q∆pΛP q
. By summing over all x P A1

KP , we have that C P r 1
1`ε ,

1
1´ε s. Thus, pD

mN
A1 qKP pxq P

r1´ε
1`ε ,

1`ε
1´ε s ¨D

mN
A1

KP
pxq for any x P A1

KP , implying pDmN
A1 qKP

ε1

« DmN
A1

KP
. [\

B Proof of Lemma 15

Proof. First, let Hi denote the distribution where hi is sampled from according to HG. One can
view HG as independently sampling hi Ð Hi for i P rqs. For any i P S, h1, . . . , hi´1, and input x,
define

Yipx, h1, . . . , hi´1q :“ Pr
hiÐHi,...,hqÐHq

rI “ i : pI,Outq Ð Apx, h1, . . . , hqqs .

Then, we have

accpAq “
ÿ

iPS

Pr
xÐIG,

ph1,...,hqqÐHG

rI “ i : pI,Outq Ð Apx, h1, . . . , hqqs

“
ÿ

iPS

E
xÐIG,

h1ÐH1,...,hi´1ÐHi´1

rYipx, h1, . . . , hi´1qs .

Thus, we have

accpForkAq “
ÿ

iPS

Pr
xÐIG,ph1,...,hqqÐHG,
h̄iÐHi,...,h̄qÐHq

»

–I “ Ī “ i :
pI,Outq Ð Apx, h1, . . . , hqq,

pĪ ,Outq Ð Apx, h1, . . . , hi´1, h̄i, . . . , h̄qq

fi

fl

“
ÿ

iPS

E
xÐIG,

h1ÐH1,...,hi´1ÐHi´1

rYipx, h1, . . . , hi´1q
2s

ě
ÿ

iPS

¨

˝ E
xÐIG,

h1ÐH1,...,hi´1ÐHi´1

rYipx, h1, . . . , hi´1qs

˛

‚

2
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ě
1

|S|
¨

¨

˝

ÿ

iPS

E
xÐIG,

h1ÐH1,...,hi´1ÐHi´1

rYipx, h1, . . . , hi´1qs

˛

‚

2

“
accpAq2

|S|
,

where the first inequality is due to the fact that ErX2s ě pErXsq2 and the second inequality is due
to the fact that

řn
i“1 a

2
i ě

1
n p

řn
i“1 aiq

2. [\

C A useful inequality

Lemma 20. For any a, b ě 0 such that a` b ď 1 and α ě 1, we have a` bα ě 1
αpa` bqα.

Proof. Let fpxq “ x ` bα and gpxq “ 1
αpx ` bqα. Since fp0q “ bα ě 1

αb
α “ gp0q and f 1pxq “ 1 ě

px ` bqα´1 “ g1pxq for x ě 0, we know fpxq ě gpxq for 0 ď x ď 1 ´ b, we have fpxq ě gpxq for
0 ď x ď 1´ b, which shows the statement. [\
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